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Nominations for Chair of TCDE

The Chair of the IEEE Computer Society Technical Committee on Data Engineering (TCDE) is elected for a
two-year period. The mandate of the current Chair, Erich Neuhold, expires at the end of this year and the process
of electing a Chair for the period 2004-2005 has begun. A Nominating Committee consisting of Paul Larson,
Masaru Kitsuregawa and Betty Salzberg has been struck. The Nominating Committee invites nominations for
the position of Chair from all members of the TCDE. To submit a nomination, please contact any member of the
Nominating Committee before October 25, 2003.

More information about TCDE can be found at http://ipsi.fhg.de/tcde. Information about TC elections can
be found at http://www.computer.org/tab/hnbk/electionprocedures.htm.

Paul Larson, Masaru Kitsuregawa, and Betty Salzberg
TCDE Nominating Committee

Letter from the Editor-in-Chief

The Current Issue

We database folk love our structured data. The field started as an effort to solve the business data processing
problem. It is hard to imagine something more (rigidly) structured than an 80 column card having fixed length
fields. Precursor database systems, called formatted file systems, were little more than cards on tape. Early
database systems were liberated from the 80 column constraint by the increased flexibility of tape and disk,
where records could actually be arbitrary sizes. Further liberation occurred when the database systems started
to deal with variable length fields.

Despite the preceding advances, and the subsequent introduction of data independence, where one did not
have to know the physical representation of data in order to query and update it, we continued to rely on com-
plete knowledge of how data was laid out, what the attribute names and types were, indeed complete syntactic
knowledge of the data. But times change. Our prior world of structured data depended upon our controlling the
definition of the data and hence its structure. Today’s web-ish, XML-ish world is clearly not under our control.
So if the database field is to contribute to this new world, we need to meet it at least half way. One way to do
this, so as to leverage our strengths in structured data, is to discover or impose structure on this new world’s
data.

The current issue presents a number of ways of attacking the problem of structure discovery. Given the great
diversity of data, there is probably no one golden road to success in this endeavor. The current issue explores
a number of interesting and widely varying approaches. Renee Miller, who herself structures her share of data,
has brought together an interesting cross-section of methods for finding the structure that is in data. I want to
thank Renee for the fine job she has done in producing an issue on structure discovery that should stimulate
lively discussions in many parts of our field.

David Lomet
Microsoft Corporation
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Letter from the Special Issue Editor

In preparing this special issue on structure discovery, I was motivated by the observation thatunstructured data
is often not unstructured at all. It may possess a rich (though perhaps irregular) structure. Often, it is the absence
of known structure rather than the absence of structure that leads to a data-set being characterized as “unstruc-
tured” or “semi-structured”. Web data and data represented in XML (a semi-structured data model) is often
(though certainly not always) highly structured. Similarly, I have found in my own work on integrating and
transforming structured data sources, that effective integration exploits not only the given (“imposed”) structure
of a schema, but also implicit structure within the data. These observations were reinforced by an entertain-
ing keynote by Joe Hellerstein at the recent 2003 SIGMOD WebDB Workshop that elaborated on techniques
that exploit “engineered” structure in data (as done in traditional database management where a data design or
schema is imposed and enforced) and those that exploit found structure (as done in information retrieval where
unstructured documents are managed without a constricting schema). However, data rarely resides neatly in
one of these two camps. Unstructured data may possess structure that could be exploited in its management.
Similarly, the imposed schema of a structured data-set may not always do it justice as it may be incomplete or
even inaccurate.

The articles in this special issue explore the question of how to find new and unknown structure in data.
Notice that I have purposely not defined precisely what I mean by structure. Each article takes a different
view of this, focusing on structure that can be exploited in different classes of data management applications.
The articles also present techniques drawn from a variety of disciplines. It is my hope that collecting these short
position statements together in one volume will illustrate the problems, permit comparisons, highlight synergies,
and inspire more work in what I believe to be a very promising research direction.

Renée J. Miller
Department of Computer Science

University of Toronto
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Learning and Discovering Structure in Web Pages

William W. Cohen
Center for Automated Learning & Discovery

Carnegie Mellon University
Pittsburgh, PA 15213
wcohen@cs.cmu.edu

Abstract

Because much of the information on the web is presented in some sort of regular, repeated format,
“understanding” web pages often requires recognizing and using structure, where structure is typically
defined by hyperlinks between pages and HTML formatting commands within a page. Wesurvey some
of the ways in which structure within a web page can be used to help machines understand pages.
Specifically, we review past research on techniques that automatically learn and discover web-page
structure. These techniques are important for wrapper-learning, an important and active research area,
and can be beneficial for tasks as diverse as classification of entities mentioned on the web, collaborative
filtering for music, web page classification, and entity extraction from web pages.

1 Introduction

In spite of recent progress on the semantic web and interchange formats like XML, most of the information
available today on the world wide web is targeted at people, not machines. Because of this, the problem of auto-
matically aggregating information from the web [3, 4, 11, 18, 21, 23, 24] is technically difficult: simply put, in
order to make web information machine-readable, it is usually necessary to design a program that “understands”
web pages the same way a human would—at least within some narrow domain.

The task of “understanding” web pages is broadly similar to classical problems in natural language under-
standing. One important difference is that most of the information on the web is not presented in smoothly
flowing grammatical prose; instead, web information is typically presented in some sort of tabular, structured
format. Hence understanding web pages often requires recognizing and using “structure”—a structure typically
being defined by hyperlinks between pages, and HTML formatting commands (e.g., tables and lists) within a
page. In this paper, we will survey some of the ways in which structure can be used to help machines understand
web pages. We will focus on techniques that exploit HTML formatting structure within a page, rather than link
structure between pages.

Broadly speaking, there are two ways in which such structure can be used. It may be useddirectly to
accomplish some task; typically, to determine how to extract data from a page. As an example, consider the
imaginary web page shown in Figure 1. (The markers near the words “Customers”, “Mr. Peabody”, etc will
be explained below.) To populate the relationtitleOf(personName, jobTitle)from this page, one might extract

Copyright 2003 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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“Our products make a temporal difference!”

TD-Lambada, Inc: Our Management Team

Home Bullwinkle Moose+, Mr. Peabody
Products President and CEO A former founder and CEO

Customers+ of Wayback Inc, Peabody
Careers Boris Badinov, is one of the best-known

Our Team VP, International Sales researchers in the area of
Contact Us temporal alteration and

�� Mr. Peabody,+ improbability extremata.
Chief Scientist Most non-pharmaceutical work

in this area stems from his
Dudley Do-Right+, 1959 Master’s thesis at MIT
Chief Operations Officer under Prof. J. Ward.

[Home| Products| Customers| Careers| Our Team| Contact Us]

Figure 1: An imaginary web page containing non-trivial regular structure

names and titles from alternate non-blank positions in the second column; thus extraction would be based on the
formatting used on the page.

Structure might also be used as one input among many that collectively guide a more complex process. For
instance, consider using a statistical machine learning algorithm to identify job-title phrases on web pages. Such
an algorithm might exploit content features (like “x contains the word ‘CFO’ ”), formatting features (like “x
is rendered in boldface”) or structural features (like “x appears in the same table column as a known job-title
word”). We will call this sort of use of structureindirect, since structure is only one of several factors that affects
the learning algorithm.

In this paper, we will focus on techniques that involve learning structure from examples, or automatically
discovering possible structure using heuristics. We will also discuss how learned or discovered structure can be
used—both directly and indirectly.

2 Learning structure for direct use

A program that derives a database relation from a specific website is called awrapper, andwrapper learningis
the problem of learning website wrappers from examples. For instance, a wrapper for the website of Figure 1
might produce the relationtitleOf(personName, jobTitle)described above.

As an alternative to explicit programming, such a wrapper might be learned from a handful of user-provided
examples. As a very simple example, the four job titles on this page might be learned from the two examples
“President and CEO” and “VP, International Sales”. (Notice that these strings arepositiveexamples,i.e., in-
stances of strings thatshouldbe extracted; most learning systems also requirenegativeexamples,i.e., strings
that should notbe extracted. A common convention in wrapper-learning is for a user to provideall positive
examples in some prefix of the document being labeled. A set of negative examples then can be derived by using
a sort of closed world assumption.)

Wrapper learning has been an active area from the mid-nineties [20] through the present (e.g., [2, 15, 25]).
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Typically a wrapper is defined in terms of the format used on a particular web site: in Figure 1, for instance, a
wrapper might extract as job titles “all boldfaced strings in the second column”. Hence wrapper-learning is a
prototypical example of learning a structure for direct use. By way of an introduction to this active area of work,
we will discuss below a few successful wrapper-learning systems.

Kushmeric’s seminal WIEN system [19, 20] was based on a handful of carefully crafted wrapper languages
with very restricted expressive power. For example, one such language was HLRT. An HLRT wrapper for a
one-field relation is defined by four strings: a stringh that ends the “header” section of a web page, two strings
� andr that precede and follow each data field, and a stringt that begins a “tail” section of a web page. (The
“head” and “tail” sections of a page contain no data fields.) For instance, a plausible HLRT wrapper for job-
title strings in an HTML version of the page of Figure 1 might beh =“Contact Us〈/A〉”, � =“〈B〉”, r=“〈/B〉”,
and t=“〈/B〉〈/LI〉〈/UL〉”. By limiting a wrapper-learner to explore this restricted set of possible structures,
Kushmeric was able to use a learning algorithm that was elegant and well-grounded formally (for instance, it
was guaranteed to converge after a polynomial number of examples). The disadvantage of this approach was
that some wrappers could not be learned at all by WIEN.

Later wrapper-learning systems such as STALKER [26] and BWI [14] used more expressive languages for
wrappers: for instance, the start of a field might be identified by the disjunction of a set of relatively complex
patterns, rather than a single fixed string�. Surprisingly, these broader-coverage systems didnot require more
examples to learn simple structures, such as those considered by WIEN; instead the learning algorithms used
were designed to propose simpler structures first, and fall back on more complex structures only if necessary.
The disadvantage of these systems (relative to WIEN) is greater complexity, and weaker performance guarantees.

In our own previous work, we developed a wrapper-learning system called WL2 [16, 9]. Like WIEN,
WL2 exploits the fact that many wrappers are based on a few simple structures, and that it is often possible
to design restricted languages that capture these common cases. Like STALKER and other systems, WL2 can
find complex wrappers when simple ones are inadequate. Unlike previous wrapper-learners, WL2 is modular,
and designed to be easily extended to accomodate new classes of structures (perhaps structures common in a
particular domain). The learning system in WL2 is based on an ordered set ofbuilders. Each builderB is
associated with a certain restricted languageLB. However, the builder forLB is not a learning algorithm for
LB. Instead, to facilitate implementation of new “builders”, a separate master learning algorithm handles most
of the real work of learning, and the builderB need support only a small number of operations onLB—the
principle one being to propose a single “least general” structure given a set of positive examples. Builders can
also be constructed by composing other builders in certain ways. For instance, two builders for languagesLB1

andLB2 can be combined to obtain builders for the language(LB1 ◦ LB2), or the language(LB1 ∧ LB2).
WL2 included builders that detected structures of various kinds. Some structures were defined in terms of

string-matches, like HLRT; some were defined in terms of the HTML parse tree for a page; and some were
defined in terms of the geometrical properties of the rendered page. The master learning algorithm can find
extraction rules based on any of these sorts of structures; or, it can combine structures produced by different
builders to form new, more complex extraction rules (e.g., “extract all table cells vertically below a cell con-
taining the words “Job Title” that will be rendered in bold with a font size of 2”). Experiments conducted with
a large number of practical extraction problems showed that WL2 could learn to extract many data fields with
three positive examples or less.

3 Discovering structure for direct use

In wrapper learning, a user gives explicit information about each structure. Even if wrapper-learning is very
efficient, a system that requires information from many web sites will still be expensive to train. A natural
question to ask is: can structure be recognized (and used) without training data?

In some situations, the answer is “yes”. For instance, Kushmericet al [20] described ways in which au-
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tomatic but imperfect entity recognizers could be used to drive wrapper learning; Embleyet al [12] described
accurate and page-independent heuristics for recognizing strings that separate one data record from another in
web pages; and other researchers [13, 22] have described techniques for finding logically meaningful facts from
HTML lists and tables without training data. Below we will summarize some of our own work on automatically
discovering useful structure.

One difficulty with evaluating such a discovery system is that, in general, it is unclear what structures are
“useful”. One definition of “useful” is “structure that could be used to guide web-site wrapping”. In previous
work [5], we evaluated the performance of a structure-discovery algorithm by using it to propose structures for
82 previously-wrapped web pages, and measuring the fraction of the time that the discovered structure coincided
with the wrapper for that page.

The algorithm proposes two types of structures, calledsimple listsandsimple hotlists, which have the prop-
erty that only a polynomial number of possible structures can appear on any given web page; this means that
finding the best structure can be reduced to generating all simple lists or hotlists, and then ranking them. One
simple ranking scheme is to score a structure by the number of elements extracted by the the structure; on this
dataset, this heuristic ranked the correct structure highest about 20% of the time. If more information is avail-
able, then more powerful heuristics can be used. For instance, if a large list of “seed” items of the correct type
are available, then ranking lists according to the an aggregate measure of the distance from extracted items to
“seeds” (using an appropriate similarity metric) ranks the correct structure highest about 80% of the time.

This algorithm could thus be used as the basis for a wrapper “learning” algorithm that uses no explicit user
examples. Instead wrappers would be constructed as follows:

• The system generates, ranks, and presents to the user an ordered list of possible structures. For instance,
given a set of person-name seeds and the web page of Figure 1 as input, the system might produce these
candidate lists:

1. “Bullwinkle Moose”, “Boris Badinov”, “Mr. Peabody”, . . .

2. “Bullwinkle Moose, President and CEO”, “Boris Badinov VP, International Sales”, . . .

3. “Home”, “Products”, “Customers”, “Careers”, . . .

4. “President and CEO”, “VP, International Sales”, “Chief Scientist”, . . .

The ranking shown is reasonable, as structures containing words like “Mr.” and “Boris” (which are likely
to appear in some seed) should be ranked higher than structures containing only phrases like “Home” and
“Chief Scientist”.

• The user picks a candidate structure from the ranked list (say, the first one) that contains the items to be
extracted.

• The user specifies semantically how these items will be stored in the database being populated; e.g., by
specifying that they are the set of “people employed by TD-Lambada, Inc”.

4 Discovering simple structure for indirect use

We emphasize that the 80% figure reported in the section above is relative to the set of 82 wrappers used in these
experiments, all of which could actually be represented as simple lists or hotlists. Of course, many wrappers are
more complex. For appropriately simple wrappers, less user intervention is required using the method described
above than with than learning techniques like WL2; however, the user is still needed to (a) verify the correctness
of a proposed structure and (b) ascribe the appropriate semantics to the structure.

One way to exploit structure without involving the user at all is to use discovered structure indirectly. As an
example, consider the task of classifying musical artists by genre given only their names: thus “John Williams”
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would be classified as “classical” and “Lucinda Williams” as “country”. This is difficult to do accurately without
some background knowledge about the artists involved. Such background knowledge might be obtained by
manually training (and then executing) wrappers for some appropriate set of web sites—can one obtain similarly
useful background knowledge usingautomaticallydiscovered structure?

In another set of experiments [6], we used structure discovery algorithms to find features useful for learning.
One task we explored was learning to classify musical artists by genre. We took a large list of musical artists and
labeled a subset to use as training data. We then used the complete list of artists as seeds for (a variant of) the
structure-discovery algorithm described above. Applied to a large set of web pages, this produces many possible
structures. Without user filtering, many of these structures are meaningless, and other structures correspond to
sets that are completely uncorrelated with genre (like “artists with names starting with ‘A’ that have CDs on sale
at Bar.com”). However, may of the discovered structuresare correlated with genre, and hence can be exploited
by a statistical learner.

Specifically, we associated each discovered structureD with a matching subsetSD of the complete artist list.
We then introduced, for every structureD, a new binary featurefD which was true for every examplex ∈ SD

and false for every other example. Finally we applied traditional feature-based statistical learning algorithms to
the augmented examples. In our experiments, the new structure-based features improved performance on several
benchmark problems in a wide variety of situations, and performance improvements were sometimes dramatic:
on one problem, the error rate was decreased by a factor of ten. Similar features can be used for other tasks—for
instance, we also experimented with an analogous system that uses features based on discovered structure to
guide a collaborative recommendation system [8].

5 Discovering complex structure for indirect use

Using structure indirectly (rather than directly) avoids many of the problems associated with discovering (rather
than learning) structure. Meaningless structures can be filtered out by the statistical learning system—which
is, after all, designed to handle irrelevant and noisy features. Importantly, structures can be used even if their
precise semantics are unknown—meaningful structures can be exploited whenever they are correlated with the
class to be predicted. In the settings described above, discovery algorithms that consider only a few types of
structures are also less problematic; in principle, one need only run the discovery algorithm on more web pages
to compensate for limited coverage.

For other applications, however, algorithms that can only discover simple structures from a limited class are
much less useful. Consider the task of learning to identify executive biography pages (like the one shown in
Figure 1) on company sites. One approach would be to train a classifier that uses as features the words in the
page. Such a classifier might be trained by labeling pages from a number of representative company web sites,
and then used to identify executive biography pages on new sites, such as the one of Figure 1.

This approach, however, ignores possibly useful structural information. For instance, on the web site for
Figure 1, it might be that the executive biography pages areexactly those pages linked to by the anchors in
the second column: in other words, the site might contain a structure that accurately identifies the target pages.
Unfortunately, this structure cannot be used as a feature of the classifier, since it does not appear in the training
data at all (recall the training data is taken from other web sites); it can only be used if it is somehow discovered
“on the fly” when the pages on this site are encountered by the classifier.

Notice that in this setting, a algorithm that discovers only simple structures is of limited use: since only a
few structures on a site will be informative, it is essential to be able to find all of them. This suggests adapting
wrapper-learning machinery for finding complex structures to this task. In previous work [7], we proposed the
following method for processing a web site.

First, all pages on a site are classified using a word-based classifier, and all anchors that point to an “executive
biography” page are marked as positive. These markings are shown in Figure 1 with “’+” signs, and some errors
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are likely to be made. In the figure, the link to “Customers” is mistakenly marked positive, and the link to “Boris
Badinov” is mistakenly unmarked.

Next, all sets of at mostk nearby positive anchors are generated, fork = 1, 2, 3, and each such set is passed
as input to each of the builders of WL2. This produces a large number of structuresD: some simple structures,
produced from a single positive examples, and some more complex ones, produced from two or three nearby
examples. Each discovered structureD is then used to generate new a featurefD, which is true for all pages
pointed to by some anchor in structureD. Finally, a new classifier is learned for this site, using the predictions
provided by the original word-based classifier as labels, and using the new structure-based features to represent
a page. The overall effect of this process is to smooth the predictions made by the word-based classifier toward
sets of pages that are easily described by structures on the site. In our experiments, this smoothing process
decreased the error rate of the original word-based page classifier by a factor of about half, on average.

In previous work, a number of other researchers have used hyperlink structure (hubs) to improve page
classifiers [10, 17, 27] in a similar manner. Bleiet al [1] also used the same structure-discovery algorithms
in conjunction with a more complex probabilistic scheme for combining structural features with word-based
predictions, and achieved a significant reduction in error rate on entity extraction tasks.

6 Conclusion

‘
Techniques that automatically learn and discover web-page structure are important for efforts to “under-

stand” web pages. Techniques for learning web page structure are crucial for wrapper-learning, an important
and active research area. They can also be beneficial for tasks as diverse: as classification of entities mentioned
on the web; collaborative filtering for music; web page classification, and entity extraction from web pages.
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Abstract

Statistical relational learning is a newly emerging area of machine learning that combines statistical
modeling with relational representations. Here we argue that it provides a unified framework for the
discovery of structural information that can be exploited by a data management system. The categories
of structure that can be discovered include: instance-level dependencies and correlations, for example
intra-table column dependencies and inter-table join dependencies; record linkages and duplicates; and
schema matching and schema discovery from unstructured and semi-structured data.

1 Introduction

Combining statistical approaches to machine learning with relational learning methods is receiving increasing
attention. There have been several recent workshops held, including two on “Learning Statistical Models from
Relational Data” [25, 26], two on “Multi-relational Data Mining” [18, 19] and a summer school on relational
data mining [20].

Statistical relational learning allows the combination of meta-information given by the domain schema and
other background knowledge with principled approaches to model construction and inference based on statistical
machine learning theory. A number of different models and formalisms have been proposed. One approach is
probabilistic relational models (PRMs) [34]. Other approaches include Bayesian Logic Programs [33], Stochas-
tic Logic Programs [42] and others. Here, we give a brief introduction to PRMs (for more details see [23]).
First, we focus on their application to the discovery of instance-level structure. Next, we propose ways that they
can be used to discover additional meta-level structure such as mappings and transformations. A key advantage
is the ability to have a unified probabilistic framework for reasoning about data and meta-data together.

2 Probabilistic Relational Models

Probabilistic relational models(PRMs) are a recent development [34, 48, 53] that extend the standard attribute-
based Bayesian network representation to incorporate a much richer relational structure. These models allow
the specification of a probability model forclassesof objects rather than for simple attributes; they also allow
properties of an entity to depend probabilistically on properties of otherrelatedentities. The probabilistic class

Copyright 2003 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
Bulletin of the IEEE Computer Society Technical Committee on Data Engineering
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Figure 1: (a) The relational schema for a simple bibliographic domain. (b) The probabilistic dependencies for a
simple bibliographic domain. (c) A probabilistic model for the existence of a citation.

model represents a generic dependence, which is then instantiated for specific circumstances, i.e., for particular
sets of entities and relations between them.

As in the case of Bayesian networks, a key advantage of the models is that they provide a compact represen-
tation for a joint distribution over a set of random variables. The key that allows this compression is the discovery
of independencies, and more importantly, conditional independencies, that hold in the joint distribution. Condi-
tional independence is structure that can be discovered in the data; once discovered, it gives guidance in factoring
the distribution. The collection of conditional independencies are constraints (or approximate constraints) that
we can discover and exploit.

One component of a PRM is a relational schema for the domain, describing the tables, the attributes
(columns) in the tables and the possible foreign-key joins between tables. Figure 1(a) shows a simplified re-
lational schema for a bibliographic domain. The relational schema describes the categories of objects in the
domain (here we have Papers, Authors, and Citations), the attributes of the objects (words, topic, count, in-
stitution and research area) and the foreign-key joins between the objects (written-by, citing paper and cited
paper).

In addition to the relational component, the PRM describes the probabilistic relationships between attributes.
Figure 1(b) shows a portion of the probabilistic dependency model. The direct probabilistic dependencies are
indicated by arrows in the figure. Attributes are potentially correlated when there is a path between them. In
addition, the probabilistic component also describes how the attributes interact by providing a local probability
model or conditional probability distribution (CPD) for an attribute given its parents. These are indicated by the
callouts in the figure. The local probability model describes the distribution of the child attribute given different
values of the parents. In the case where the attributes are categorical, the local probability model is commonly a
multinomial, or a tree-structured representation of the conditional distribution [8].

Importantly, PRMs can also model the probability of the existence of links between entities. In [24], we
describe several approaches. One of these is to directly model the probability of the existence of a link. However,
rather than build a model that uses the identity or key of the individual objects, which would be both unwieldy
and would not support generalization, we base our probability model on attributes of the objects. Figure 1(c)
shows a simple model for the existence of a citation between two papers. In this case the probability is based on
the topics of the papers; papers that are on the same topic are more likely to cite each other.

A relational skeletonσ specifies the objects in our distribution. It defines the set of random variables of
interest. A PRM describes the dependency structureS between the attributes, and the parameters of the CPDs in
the model,θS . The semantics of a PRM specifies a probability distribution over the possible joint assignments
I to the random variables ofσ. As with Bayesian networks, the joint distribution over these assignments can be
factored. That is, we take the product, over allx.A, of the probability in the CPD of the specific value assigned

11



by the instance to the attribute given the values assigned to its parents. Formally, this is written as follows:

P (I | σ,S, θS) =
∏

Xi

∏

A∈A(Xi)

∏

x∈σ(Xi)

P (Ix.A | IPa(x.A)) (1)

whereIx.A, andIPa(x.A) are the values of a particular attribute and the values of its parent inI. This expression
is very similar to the chain rule for Bayesian networks. There are two primary differences. First, our random
variables are the attributes of a set of objects. Second, the set of parents of a random variable can vary according
to the relational context of the object — the set of objects to which it is related.

Learning Probabilistic Relational Models In order to learn a PRM from an existing database, we adapt
and extend the machinery that has been developed over the years for learning Bayesian networks from data
[30, 9, 35, 13] to the task of learning PRMs from structured data [21, 23]. In the learning problem, our input
contains a relational schema that specifies the basic vocabulary in the domain — the set of tables, the attributes
of each table and the possible foreign-key joins between tuples in the different tables. Our training data consists
of a fully specified instance of that schema stored in a database.

There are two components of the learning task: parameter estimation and structure learning. In the parameter
estimation task, we assume that the qualitative dependency structure of the PRM is known; i.e., the input consists
of the schema and training database (as above), as well as a qualitative dependency structureS. The learning
task is only to fill in the parameters that define the CPDs of the attributes. In the structure learning task, we must
discover the dependency structureS as well.

Parameter Estimation We are given the structureS that determines the set of parents for each attribute, and
our task is to learn the parametersθS that define the CPDs for this structure. The key ingredient in parameter
estimation is thelikelihood function, the probability of the data given the model. This function measures the
extent to which the parameters provide a good explanation of the data. Intuitively, the higher the probability of
the data given the model, the better the ability of the model to predict the data. The likelihood of a parameter
set is defined to be the probability of the data given the model:L(θS | I, σ,S) = P (I | σ,S, θS). We can
performmaximum likelihoodparameter estimation or we can take aBayesian approachto parameter estimation
by incorporating parameter priors. For an appropriate form of the prior and by making standard assumptions,
we can get a closed form solution for either of these estimates. The key computation required is the calculation
of the sufficient statistics, or counts, for each CPDs in the PRM. The straightforward implementation for this
requires a pass over the database; intelligent use of previously computed statistics can have significant impact
on efficiency when more than one model must be evaluated.

Structure Learning Next we are faced with the more challenging problem of learning a dependency structure
automatically. The main problem here is finding a good dependency structure among the huge number of many
possible ones. As in most learning algorithms, there are three important components that need to be defined:
thehypothesis space which specifies which structures are candidate hypotheses that our learning algorithm can
return; ascoring function that evaluates the “goodness” of different candidate hypotheses relative to the data;
and thesearch algorithm, a procedure that searches the hypothesis space for a structure with a high score. We
use a greedy local search; see [21, 22] for more detail. This search is heuristic; the algorithm is not guaranteed
to find a global optima. The computational complexity of the algorithm depends of the size of the hypothesis
space and the score landscape. In practice, we have found for medium-size data sets (that fit in main memory),
the running time for the learning algorithms are quite reasonable, ranging from a few minutes to a half hour.

Making use of a Learned Probabilistic Relational Model A learned PRM provides a statistical model that
can uncover and discover many interesting probabilistic dependencies that hold in a domain. Unlike a set of
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(probabilistic) rules for classification, PRMs specify a joint distribution over a relational domain. Thus, like
Bayesian networks, they can be used for answering queries about any aspect of the domain given any set of
observations. Furthermore, rather than trying to predict one particular attribute, the PRM learning algorithm
attempts to tease out the most significant direct dependencies in the data. The resulting model thus provides a
high-level, qualitative picture of the structure of the domain, in addition to the quantitative information provided
by the probability distribution. Thus, PRMs are ideally suited to exploratory analysis of a domain and relational
data mining.

We have applied these techniques with great success in a variety of domains. One of the interesting domains
has been a study of tuberculosis patients, along with their contacts and genetic information about the TB strains
[28]. Another very different application of these methods is to the classic problem of selectivity estimation in
databases. We have shown that these structured relational models can be constructed and used to give very
accurate estimates for a wide class of queries [29].

3 Identity Uncertainty

The above describes how probabilistic models can be used to discover structure in the data; both structure in
the distribution of attribute values, and structure in the existence of links, or joins, between elements. Another
structure that probabilistic relational models can discover is instance-level dependencies, for example when two
records refer to the same individual. In many practical problems, such as information extraction, duplicate
elimination and citation matching, objects may not have unique identifiers. The challenge is to determine when
two similar-looking items in fact refer to the same object. This problem has been studied in statistics under the
umbrella of record linkage [61, 62]; in the database community for the task of duplicate elimination [57]; and in
the artificial intelligence community as identity uncertainty [56, 50, 5].

In the statistical relational learning setting, it is important to take into account not just the similarity of objects
based on their attributes, but also based on their links. In a bibliographic setting, this means taking into account
the citations of a paper. Note that as matches are identified, new matches may become apparent. Pasula et al.
[50, 39] have studied the use of probabilistic relational models for citation matching. They are able to explicitly
reason about the individuals in the domain, and whether two citations actually refer to the same individual. This
becomes a complex inference task, but they are able to solve it using Markov chain Monte Carlo techniques.

4 Schema Matching and Mapping

Interest in applying machine learning to schema matching has been growing [17, 16]. Statistical relational
learning can also be used for schema mapping and discovery. By making full use of the data distribution, the
meta information, we can perform more accurate mappings. Rahm et al. [55] give a taxonomy of schema
matching approaches. Probabilistic approaches can provide the foundation on which to combine element and
structure-level schema matching with element and instance-based data content matching. Because they consider
instance-level semantics, probablistic approaches also show promise in developing not just syntactic matchings
between schemas, but mappings with a well-founded data semantics such as those used in the Clio system [40].

5 Schema Discovery

Applications of statistical relational learning to semi-structured and unstructured data range from information
extraction from unstructured text to complex wrapper generation [12]; however the majority of these approaches
assume that some schema information is given.
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Automatic schema extraction from lists and tables is ideally suited to the use of probabilistic models. Prob-
abilistic models can reason over different segmentations of the data, and can find the appropriate number of
elements. Lerman et al. [37] describe a heuristic approach that automatically learns a schema using information
from list and detail pages on web sites. A probabilistic approach can also be taken. The probabilistic method
has the advantage that it can more easily handle noise (missing fields) and it can combine the evidence from
multiple sources (i.e. the list and detail pages) in a principled manner.

6 Statistical Modeling Challenges

Statistical machine learning provides the theory for parameter estimation, model selection, prediction and in-
ference. Regardless of the particular model family, there are some unique challenges to applying statistical
modeling techniques to structure discovery in multi-relational domains.

Logical versus Statistical Dependencies: The first challenge in structure discovery is coherently handling two
different types of dependence structures:

• relational or link structure - the logical relationships between objects

• probabilistic dependency - the statistical relationship between attributes of objects.

In learning statistical models for relational data, we must not only search over probabilistic dependencies, as
is standard in any type of statistical model selection problem, but potentially we must search over the different
possible logical relationships between objects. This search over logical relationships has been a focus of research
in inductive logic programming [41, 36] and some of the methods and machinery developed in this community
may be applicable here. Methods for inferring functional dependencies and multi-valued dependencies [32, 2,
1, 3] are also important. The search over probabilistic dependencies has been studied, for example in structure
learning for Bayesian networks [13, 30] and in the work described earlier on learning probabilistic relational
models. There is an opportunity to integrate these more tightly.

Feature Construction: A second challenge is feature construction in the relational setting [14, 52, 51]. The
attributes of an object provide a basic description of the object. Traditional classification algorithms are based on
these types of object features. In a relational approach, it may also make sense to use attributes of linked objects.
Further, if the links themselves have attributes, these may also be used. However, as others have noted, simply
flattening the relational neighborhood around an object can be problematic. For example in hypertext domains,
simply including words from neighboring pages degrades classification performance [10, 49]. A further issue
is how to deal appropriately with relationships that are not one-to-one. In this case, it may be appropriate to
computeaggregatefeatures over the set of related objects. We have shown that this works well for learning
probabilistic relational models [23]; others have examined it in the context of ILP approaches [51]. In [38], we
show that some simple link statistics computed based on an object’s links can improve predictive accuracy. The
feature construction in relational domains can be used by a range of statistical models, including the models
described above, first-order decision trees [7, 47], relational neural networks [6] and others.

Collective Classification: A third challenge is statistical inference using a learned statistical relational model. A
learned model specifies a distribution over link and content attributes, which may be correlated based on the links
between them. Intuitively, for linked objects, making a prediction for the category of one object can influence
the inferred categories of its linked neighbors. This requires a more complex classification algorithm than for
a traditional non-relational statistical model. The predictions that need to be made are all correlated. This is
one of the fundamental reasons why one cannot simply convert a relational learning problem into a collection of
independent propositional inference tasks.

This complicates things, but at the same time allows for more accurate inferences to be made. Iterative
classification algorithms have been proposed for hypertext categorization [10, 49] and for relational learning
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[46, 59, 58]. The general approach of iterative classification has been studied in numerous fields, including
relaxation-labeling in computer vision [31], inference in Markov random fields [11] and loopy belief propagation
in Bayesian networks [44]. Some approaches make assumptions about the influence of the neighbor’s categories
(such as that linked objects have similar categories); we believe it is important tolearn how the link distribution
affects the category. Other approaches to collective classification assume a very regular logical structure, for
example either a chain, such as HMMs [54] or a dynamic Bayesian network [43], or a grid. Approaches that can
handle more general relational structures are needed.

Instances versus Classes: A final modeling challenge is whether our statistical models refer explicitly to indi-
viduals, or only to classes or categories of objects [27, 15]. In many cases, we’d like to model that a connection
to a particular object or individual is highly predictive; on the other hand, if we’d like to have our models gener-
alize and be applicable to new, unseen objects, we also have to be able to model with and reason about generic
collections of objects. The need to reason explicitly about individuals is a fundamental element of link-based
object identification. But it also ties back to the feature construction problem; it may be useful to have features
that refer to particular individuals. The majority of current approaches either only model classes of objects [21],
or only reason about individuals [60, 4]. We have some initial results in the context of probabilistic relational
models [22]. This is a general issue that is not specific to any particular model choice.

Computational Complexity and Scaling: The scale and dimensionality of statistical models that can be tackled
has increased by several orders of magnitude in recent years. Models that were considered too complex for
analysis just a decade ago are now routinely solved using large scale Markov chain Monte Carlo simulations
[45].

While there have been great strides made in the size and complexity of models now amenable to computa-
tional analysis, the size of data bases and corpora has grown even faster. There is gap, and it is not clear that
whether the gap is getting wider or narrowing. Regardless, it is our opinion that the use of coherent complete
probabilistic frameworks hold greater promise for scaling than collections of independent ad-hoc procedures.
Even in cases where the complete framework proves intractable, analysis of the complete framework will give
guidance for the best places to make approximations, and will give tools to do analysis and comparison to see
the effect of the approximations.

7 Conclusion

We have given a brief introduction to statistical relational learning, and have argued that it is ideally suited to
data source structure discovery. Probabilistic models that support both data-level and meta-level representation
and reasoning provide a unified framework for representing instance-level structure, object-level structure (for
record consolidation) and schema- level structure (for schema mapping and schema discovery).
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Abstract

XML is rapidly emerging as the new standard for data representation and exchange on the Web. Doc-
ument Type Descriptors (DTDs) contain valuable information on the structure of XML documents and
thus have a crucial role in the efficient storage andquerying of XML data. Despite their importance,
however, DTDs are not mandatory, and it is quite possible for documents in XML databases to not have
accompanying DTDs. In this paper, we present an overview of XTRACT, a novel system for inferring a
DTD schema for a database of XML documents. Since the DTD syntax incorporates the full expressive
power of regular expressions, naive approaches typically fail to produce concise and intuitive DTDs.
Instead, the XTRACT inference algorithms employ a sequence of sophisticated steps that involve: (1)
finding patterns in the input sequences and replacing them with regular expressions to generate “gen-
eral” candidate DTDs, (2) factoring candidate DTDs using adaptations of algorithms from the logic
optimization literature, and (3) applying the Minimum Description Length (MDL) principle to find the
best DTD among the candidates.

1 Introduction

The genesis of the eXtensible Markup Language (XML) was based on the thesis that structured documents can
be freely exchanged and manipulated, if published in a standard, open format. Indeed, as a corroboration of
the thesis, XML today promises to enable a suite of next-generation web applications ranging from intelligent
web searching to electronic commerce. XML documents comprise hierarchically nested collections ofelements,
where each element can be either atomic (i.e., raw character data) or composite (i.e., a sequence of nested
subelements). Further,tagsstored with elements in an XML document describe the semantics of the data. Thus,
XML data is hierarchically structured and self-describing.

A Document Type Descriptor (DTD)may optionally accompany an XML document and essentially serves
the role of a schema specifying the internal structure of the document. Briefly , a DTD specifies for every

Copyright 2003 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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element, theregular expressionpattern that subelement sequences of the element need to conform to. In addition
to enabling the free exchange of electronic documents through industry-wide standards, DTDs also provide the
basic mechanism for defining the structure of the underlying XML data. As a consequence, DTDs play a crucial
role in the efficient storage of XML data as well as the formulation, optimization, and processing of queries over
a collection of XML documents [3, 4, 7]. Despite their importance, however, DTDs arenot mandatoryand an
XML document may not always have an accompanying DTD. This is typically the case, for instance, when large
volumes of XML documents are automatically generated from data stored in relational databases, flat files (e.g.,
HTML pages, bibliography files), or other semistructured data repositories.

Based on the above discussion on the virtues of a DTD, it is important to devise algorithms and tools
that can infer an accurate, meaningful DTD for a given collection of XML documents (i.e.,instancesof the
DTD). This isnot an easy task. In contrast to simple structural descriptions or typings (e.g., [7, 11]), the DTD
syntax incorporates the full specification power of regular expressions; thus, manually deducing such a DTD
schema for even a small set of XML documents created by a user could prove to be a process of daunting
complexity. Furthermore, naive approaches typically fail to deliver meaningful and intuitive DTD descriptions
of the underlying data. Both problems are, of course, exacerbated forlarge XML document collections.

In this paper, we provide an overview of the architecture of XTRACT [5, 6], a novel system for inferring an
accurate, meaningful DTD schema for a repository of XML documents. A naive and straightforward solution
to our DTD-extraction problem would be to infer as the DTD for an element, a “concise” expression which
describesexactlyall the sequences of subelements nested within the element in the entire document collection.
However, DTDs generated by this approach tend to be voluminous and unintuitive. In fact, we discover that
accurate and meaningful DTD schemas that are also intuitive and appealing to humans tend togeneralize. That
is, “good” DTDs are typically regular expressions describing subelement sequences thatmay not actually occur
in the input XML documents. (Note that this, in fact, is always the case for DTD regular expressions that
correspond to infinite regular languages, e.g., DTDs containing one or more Kleene stars (∗) [9].) In practice,
however, there are numerous such candidate DTDs that generalize the subelement sequences in the input, and
choosing the DTD that best describes the structure of these sequences is a non-trivial task. The XTRACT
inference algorithms employ the following novel combination of sophisticated techniques to generate DTD
schemas that effectively capture the structure of the input sequences.

• Generalization. As a first step, XTRACT employs novel heuristic algorithms for finding patterns in each
input sequence and replacing them with appropriate regular expressions to produce more general candidate
DTDs. The main goal of the generalization step is to judiciously introduce metacharacters (like Kleene
stars) to produce regular subexpressions that generalize the patterns observed in the input sequences. Our
generalization heuristics are based on the discovery of frequent, neighboring occurrences of subsequences
and symbols within each input sequence. To avoid an explosion in the number of resulting patterns, our
techniques are inspired by practical, real-life DTD examples.

• Factoring. As a second step, XTRACTfactorscommon subexpressions from the generalized candidate
DTDs obtained in the generalization step, in order to make them more concise. The factoring algorithms
applied are appropriate adaptations of techniques from the logic optimization literature [1, 14].

• Minimum Description Length (MDL) Principle. In the final and most important step, XTRACT em-
ploys Rissanen’sMinimum Description Length(MDL) principle [13] to derive an elegant mechanism for
composing a near-optimal DTD schema from the set of candidate DTDs generated by the earlier two
steps. (Our MDL-based notion of optimality is described later in the paper.) The MDL principle has
its roots in information theory and, essentially, provides a principled, scientific definition of the optimal
“theory/model” that can be inferred from a set of data examples [12]. Using MDL allows XTRACT to
control the amount of generalization introduced in the inferred DTD in a principled and, at the same
time, intuitively-appealing fashion. We demonstrate that selecting the optimal DTD based on the MDL
principle has a direct and natural mapping to theFacility Location Problem (FLP), which is known to be
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<article>
<title> A Relational Model for

Large Shared Data Banks </title>
<author>

<name> E. F. Codd </name>
<affil> IBM Research </affil>

</author>
</article>

<!ELEMENT article(title, author*)>
<!ELEMENT title (#PCDATA)>
<!ELEMENT author(name, affil)>
<!ELEMENT name (#PCDATA)>
<!ELEMENT affil (#PCDATA)>

(a) (b)

Figure 1: (a) An Example XML Document. (b) An Example DTD.

NP-complete [8]. Fortunately, efficient approximation algorithms with guaranteed performance bounds
have been proposed for the FLP in the literature [2], thus allowing us to efficiently compose the final DTD
in a near-optimal manner.

We have implemented our XTRACT DTD-derivation algorithms and conducted an extensive experimental
study with both real-life and synthetic DTDs that demonstrates the effectiveness of our approach. Due to space
constraints, the discussion of our experimental findings as well as most of the details of the XTRACT algorithms
have been omitted from this overview paper; interested readers are referred to [5, 6].

2 Formulating the DTD-Inference Problem

Quick Overview of XML and DTDs. An XML document, like an HTML document, consists of nested element
structures starting with a root element. Subelements of an element can either be elements or simply character
data. Figure 1(a) illustrates an example XML document, in which the root element (article) has two nested
subelements (title andauthor), and theauthor element in turn has two nested subelements. Thetitle
element contains character data denoting the title of the article while thename element contains the name of the
author of the article. The ordering of subelements within an element is significant in XML. Elements can also
have zero or more attribute/value pairs that are stored within the element’s start tag.

A DTD is a grammar for describing the structure of an XML document. A DTD constrains the structure of
an element by specifying a regular expression that its subelement sequences have to conform to. Figure 1(b)
illustrates a DTD that the XML document in Figure 1(a) conforms to. The DTD declaration syntax uses commas
for sequencing,| for (exclusive)OR, parenthesis for grouping and the meta-characters?,∗ ,+ to denote, respec-
tively, zero or one, zero or more, and one or more occurrences of the preceding term. As a special case, the DTD
corresponding to an element can beANY which allows an arbitrary XML fragment to be nested within the ele-
ment. We should point out that real-life DTDs can get fairly complex and can sometimes contain several regular
expressions terms with multiple levels of nesting (e.g.,((ab)∗c)∗). (For brevity, we denote XML elements by a
single lower-case letter; we also omit explicit commas in element sequences and regular expressions.)

Problem Formulation. Our goal is to infer a DTD for a collection of XML documents. Thus, for each element
that appears in the XML documents, we aim to derive a regular expression that subelement sequences for the
element (in the XML documents) conform to. Note that an element’s DTD is completely independent of the
DTD for other elements, and only restricts the sequence of subelements nested within the element. Therefore,
for simplicity of exposition, we concentrate on the problem of extracting a DTD for a single element.

Let e be an element that appears in the XML documents for which we want to infer the DTD. It is straight-
forward to compute the sequence of subelements nested within each< e >< /e > pair in the XML documents.
Let I denote the set ofN such sequences, one sequence for every occurrence of elemente in the data. The
problem we address in this paper can be stated as follows:“Given a setI of N input sequences nested within
elemente, compute a DTD fore such that every sequence inI conforms to the DTD.”
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As stated, an obvious solution to the problem is to find the most “concise” regular expressionR whose
language isI. One mechanism to find such a regular expression is to factor as much as possible, the expression
corresponding to theOR of sequences inI. Factoring a regular expression makes it “concise” without changing
the language of the expression. For example,ab|ac can be factored intoa(b|c). An alternate method for com-
puting the most concise regular expression is to first find the automaton with the smallest number of states that
acceptsI and then derive the regular expression from the automaton. Such concise regular expressions whose
language is exactlyI, are unfortunately not “good” DTDs, in the sense that they tend to be voluminous and
unintuitive. We illustrate this using the DTD of Figure 1(b). Suppose we have a collection of XML documents
that conform to this DTD. Abbreviating thetitle tag by t, and theauthor tag bya, it is reasonable to
expect the following sequences to be the subelement sequences of thearticle element in the collection of
XML documents:t, ta, taa, taaa, taaaa. Clearly, the most concise regular expression for the above language
is t|t(a|a(a|a(a|aa))) which is definitely much more voluminous and lot less intuitive than a DTD such asta∗.

In other words, the obvious solution above never “generalizes” and would therefore never contain metachar-
acters like∗ in the inferred DTD. Clearly, a human being would at most times want to use such metacharacters in
a DTD to succinctly convey the constraints he/she wishes to impose on the structure of XML documents. Thus,
the challenge is to infer, for the set of input sequencesI, a “general” DTD which is similar to what a human
would come up with. However, as the following example illustrates, there can be several possible “generaliza-
tions” for a given set of input sequences and thus we need to devise a mechanism for choosing the one that best
describes the sequences.

Example 1: ConsiderI = {ab, abab, ababab}. A number of DTDs match sequences inI – (1) (a | b)∗, (2)
ab | abab | ababab, (3) (ab)∗, (4) ab | ab(ab | abab), and so on. DTD (1) is similar toANY in that it allows any
arbitrary sequence ofas andbs, while DTD (2) is simply anOR of all the sequences inI. DTD (4) is derived
from DTD (2) by factoring the subsequenceab from the last two disjuncts of DTD (2). The problem with DTD
(1) is that it represents a gross over-generalization of the input, and the inferred DTD completely fails to capture
any structure inherent in the input. On the other hand, DTDs (2) and (4) accurately reflect the structure of the
input sequences but do not generalize or learn any meaningful patterns which make the DTDs smaller or simpler
to understand. Thus, none of the DTDs (1), (2), or (4) seem “good”; on the other hand, DTD (3) has great
intuitive appeal since it is succinct and it generalizes the input sequences without losing too much information
about their structure.

Based on the discussion in the above example, we can characterize the set of desirable DTDs by placing the
following two qualitative restrictions on the inferred DTD:(R1) The DTD should be concise (i.e., small in size);
and,(R2) The DTD should be precise (i.e, not cover too many sequences not contained inI). Restriction (R1)
above ensures that the inferred DTD is easy to understand and succinct, thus eliminating, in many cases, exact
solutions, i.e., regular expressions whose language isexactlyI. Restriction (R2), on the other hand, attempts
to ensure that the DTD is not too general and captures the structure of input sequences, thus eliminating trivial
DTDs such asANY. While the above restrictions seem reasonable at an intuitive level, there is a problem with
devising a solution based on the above restrictions. The problem is that restrictions (R1) and (R2) conflict with
each other. In our earlier example, restriction (R1) would favor DTDs (1) and (3), while these DTDs would not
be considered good according to criterion (R2). The situation is exactly the reverse when we consider DTDs (2)
and (4). Thus, in general, there is a tradeoff between a DTD’s “conciseness” and its “preciseness”, and a good
DTD is one that strikes the right balance between the two. The problem here is that conciseness and preciseness
are qualitative notions – in order to resolve the tradeoff between the two, we need to devise quantitative measures
for mathematically capturing the two qualitative notions.

Using the MDL Principle to Define a Good DTD. We use the MDL principle [13] to define an information-
theoretic measure for quantifying and thereby resolving the tradeoff between the conciseness and preciseness
properties of DTDs. The MDL principle has been successfully applied in the past in a variety of situations
ranging from constructing good decision tree classifiers [12] to learning common patterns in sets of strings [10].
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Roughly speaking, the MDL principle states that the best theory to infer from a set of data is the one which
minimizes the sum of:(A) The length of the theory (in bits);and, (B) The length of the data (in bits), when
encoded with the help of the theory. We will refer to the above sum, for a theory, as theMDL cost for the
theory. The MDL principle is a general one and needs to be instantiated appropriately for each situation. In our
setting, the theory is the DTD and the data is the sequences inI. Thus, the MDL principle assigns each DTD
an MDL cost and ranks the DTDs based on their MDL costs (DTDs with lower MDL costs are ranked higher).
Furthermore, parts (A) and (B) of the MDL cost for a DTD depend directly on its conciseness and preciseness,
respectively. Part (A) is the number of bits required to describe the DTD and is thus a direct measure of its
conciseness. Further, since a DTD that is more precise captures the structure of the input sequences more
accurately, fewer bits are required to describe the sequences inI in terms of a more precise DTD; as a result,
part (B) of the MDL cost captures a DTD’s preciseness. The MDL cost for a DTD thus provides us with an
elegant and principled mechanism (rooted in information theory) for quantifying (and combining) the conflicting
concepts of conciseness and preciseness in a single unified framework, and in a manner that is consistent with
our intuition. By favoring concise and precise DTDs, and penalizing those that are not, it ranks highly exactly
those DTDs that would be deemed desirable by humans.

Note that the actual encoding scheme used to specify a DTD as well as the data (in terms of the DTD) plays
a critical role in determining the actual values for the two components of the MDL cost. The following example
uses a simple, coarse encoding scheme to illustrate how ranking DTDs based on their MDL cost closely matches
our intuition of their goodness; the details of XTRACT’s encoding scheme can be found in [5, 6].

Example 2: Consider the input setI and DTDs from Example 1. We rank our example DTDs based on their
MDL costs (DTDs with smaller MDL costs are considered better). (Our encoding assumes a cost of 1 unit for
each character.) DTD (1),(a | b)∗, has a cost of 6 for encoding the DTD. In order to encode the sequenceabab
using the DTD, we need one character to specify the number of repetitions of the term(a | b) that precedes
the ∗ (in this case, this number is 4), and 4 additional characters to specify which ofa or b is chosen from
each repetition. Thus, the total cost of encodingabab using (a | b)∗ is 5 and the MDL cost of the DTD is
6 + 3 + 5 + 7 = 21. Similarly, the MDL cost of DTD (2) can be shown to be 14 (to encode the DTD)+ 3 (to
encode the input sequences; we need one character to specify the position of the disjunct for each sequence) =
17. The cost of DTD (3) is 5 (to encode the DTD)+ 3 (to encode the input sequences – note that we only need
to specify the number of repetitions of the termab for each sequence) = 8. Finally, DTD (4) has a cost of 14 + 5
(1 character to encode sequenceab and 2 characters for each of the other two input sequences) = 19. Thus, DTD
(3) is the best (i.e., lowest MDL cost) DTD in our example instance – which matches our intuition.

The above example shows that the MDL principle indeed provides an elegant mechanism for quantifying
and resolving the tradeoff between the conciseness and preciseness properties of DTDs. More specifically: (1)
the“theory length” part of the MDL cost includes the number of bits required to encode the DTD – this ensures
that the inferred DTD is succinct; and, (2) the“data length” part of the MDL cost includes the number of bits
needed for encoding the input sequences using the DTD – usually, expressing data in terms of a more general
DTD (e.g.,(a | b)∗ in Example 2) requires more bits than describing data in terms of a more specific DTD (e.g.,
(ab)∗ in Example 2). Thus, using the MDL principle enables us to choose a DTD that strikes the right balance
between conciseness and preciseness.

3 Overview of the XTRACT System

The XTRACT system architecture is illustrated in Figure 2(a). XTRACT consists of three main components:
the generalization module, the factoring module, and the MDL module. Input sequences inI are processed by
the three subsystems one after another, the output of one subsystem serving as input to the next. We denote
the outputs of the generalization and factoring modules bySG andSF , respectively. Observe that bothSG and
SF contain the initial input sequences inI. This is to ensure that the MDL module has a wide range of DTDs
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Figure 2: (a) XTRACT System Architecture. (b) XTRACT’s MDL Subsystem.

to choose from that includes the obvious DTD which is simply anOR of all the input sequences inI. In the
following, we provide a brief description of each XTRACT subsystem; more details can be found in [5, 6].

The Generalization Subsystem. For each input sequence, the generalization module generates zero or more
candidate DTDs that are derived by replacing patterns in the input sequence with regular expressions containing
metacharacters like∗ and| (e.g.,(ab)∗, (a | b)∗). Note that the initial input sequences do not contain metachar-
acters and so the candidate DTDs introduced by the generalization module are more general. For instance, in
Figure 2(a), sequencesabab andbbbe result in the more general candidate DTDs(ab)∗, (a | b)∗ andb∗e to be
output by the generalization subsystem. Also, observe that each candidate DTD produced by the generalization
module may cover only a subset of the input sequences. Thus, the final DTD output by the MDL module may
be anOR of multiple candidate DTDs.

Ideally, in the generalization phase, we should consider all DTDs that cover one or more input sequences as
candidates so that the MDL step can choose the best among them. However, the number of such DTDs can be
enormous. For example, the sequenceababaabb is covered by the following DTDs in addition to many more –
(a | b)∗, (a | b)∗a∗b∗, (ab)∗(a | b)∗, (ab)∗a∗b∗. Therefore, XTRACT employs several novel heuristics, inspired
by real-life DTDs, for limiting the set of candidate DTDsSG output by the generalization module.

The Factoring Subsystem. The factoring component factors two or more candidate DTDs inSG into a new
candidate DTD. The length of the new DTD is smaller than the sum of the sizes of the DTDs factored. For
example, in Figure 2(a), candidate DTDsb∗d and b∗e representing the expressionb∗d | b∗e, when factored,
result in the DTDb∗(d | e); similarly, the candidatesac, ad, bc andbd are factored into(a | b)(c | d) (the pre-
factored expression isac | ad | bc | bd). Although factoring leaves the semantics of candidate DTDs unchanged,
it is nevertheless an important step. The reason being that factoring reduces the size of the DTD and thus the
cost of encoding the DTD, without seriously impacting the cost of encoding input sequences using the DTD.
Thus, since the DTD encoding cost is a component of the MDL cost for a DTD, factoring can result in certain
DTDs being chosen by the MDL module that may not have been considered earlier. We appropriately modify
factoring algorithms for boolean functions in the logic optimization area [1, 14] to meet our needs. However,
even though every subset of candidate DTDs can, in principle, be factored, the number of these subsets can be
large and only a few of them result in good factorizations. We propose novel heuristics to restrict our attention
to subsets that can be factored effectively.

The MDL Subsystem. The MDL subsystem finally chooses from among the set of candidate DTDsSF gen-
erated by the previous two subsystems, a (sub)set of DTDsS such that the final DTD (which is theOR of the
DTDs inS): (1) covers all the input sequences inI, and (2) has theminimum MDL cost. For the input sequences
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in Figure 2(a), we illustrate (using solid lines) in Figure 2(b), the input sequences (in the right column) covered
by the candidate DTDs inSF (in the left column).

The above MDL-cost minimization problem naturally maps to theFacility Location Problem (FLP)[2, 8],
which can be stated as follows: LetC be a set of clients andJ be a set of facilities such that each facility “serves”
every client. There is a costc(j) of “choosing” a facilityj ∈ J and a costd(j, i) of serving clienti ∈ C by
facility j ∈ J . The problem definition asks to choose a subset of facilitiesF ⊂ J such that the sum of costs of
the chosen facilities plus the sum of costs of serving every client by its closest chosen facility is minimized.

Our problem of inferring the minimum MDL cost DTD can be reduced to FLP by lettingC be the setI of
input sequences andJ be the set of candidate DTDs inSF . The costc(j) of choosing a facilityj is the length
of the corresponding candidate DTD, whereas the costd(j, i) of serving clienti from facility j is the length of
the encoding of the sequence corresponding toi using the DTD corresponding to facilityj.

The FLP isNP-hard; however, it can be reduced toSet Coverand then approximated within a logarithmic
factor as shown in [8]. Our XTRACT implementation employs the randomized algorithm from [2], which
approximates the FLP to within a constant factor if the distance function is a metric. Even though our distance
function is not a metric, we have found the solutions produced by [2] for our problem setting to be very good in
practice. The final DTD inferred by XTRACT for our example instance is shown at the bottom of Figure 2(b).

4 Conclusions

In this paper, we have presented an overview of the XTRACT system [5, 6] for inferring a DTD for a database of
XML documents. The DTD-inference problem is complicated by the fact that DTD syntax incorporates the full
expressive power of regular expressions. Naive approaches that do not “generalize” beyond the input element
sequences fail to deduce concise and semantically meaningful DTDs. Instead, XTRACT applies sophisticated
algorithms that combine generalization and factorization steps with Rissanen’s MDL principle in order to com-
pute a DTD schema that is more along the lines of what a human would infer.
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Abstract

This paper describes a research program that exploits a large corpus of database schemas, possibly
with associated data and meta-data, to build tools that facilitate the creation, querying and sharing of
structured data. The key insight is that given a large corpus, we can discover patterns concerning how
designers create structures for representing domains. Given these patterns, we can more easily map
between disparate structures or propose structures that are appropriate for a given domain. We describe
the first application of our approach to the problem of semi-automatic schema matching.

1 Introduction

Database and knowledge base systems offer their users powerful mechanisms for querying their data. However,
such power comes with a significant upfront cost, namely, getting the data into structured form. A key compo-
nent of the cost is the effort involved in designing a database schema, and for the users, the effort of learning the
schema in order to be able to query it. It is instructive to compare the conceptual effort involved in dealing with
structured data versus the effort in dealing with text documents [HED+03]. In the latter case, authoring data is
a matter of writing coherent text and keyword querying is simple, though providing much less expressive power
and accuracy. The differences between the management of structured and unstructured data are exacerbated
when people try tosharedata (e.g., on the web, within enterprises and in large scientific projects). Mediat-
ing between disparate databases requires understanding the semantic relationships between the data sets which
usually involves a large cooperative effort.

The goal of the Revere Project [HED+03] at the University of Washington is to facilitate the activities of
authoring, querying and sharing of structured data, so they become palatable to non-expert users. The main
components of the project are (1) the Mangrove System [MEH+03], whose goal is to entice people to structure
their data, (2) the Piazza System [HITM03, HIST03, HIM+04, MH03] that allows large-scale sharing of struc-
tured data without any central mediation, and (3) a set of tools that facilitate the authoring of schemas and the
creation of semantic mappings between disparate schemas for data sharing.

This paper focuses on the latter component of Revere, which takes a new approach to developing tools for
aiding the management of structured data. The techniques are inspired by one of the main ideas in Information
Retrieval (IR), namely the statistical analysis of large corpora of text. Here we examine what we can do with a
large corpus of database schemas, possibly with associated data instances and meta-data.

Copyright 2003 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for
advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be obtained from the IEEE.
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We begin in Section 2 by describing the contents of such a corpus and what we aim to achieve with it. In
Section 3 we describe its first application to the problem of matching between disparate schemas. In Section 4 we
discuss other uses of corpus-based tools, and in Section 5 we describe the main challenges we face in pursuing
this approach.

2 A Corpus of Schemas

In Information Retrieval (IR), large corpora of text are analyzed for specific patterns: co-occurrences of terms
often indicate that the terms are related or synonymous; high frequency of a term in a particular document
(compared to the rest of the corpus) indicates the term’s importance to the document. More generally, IR tries
to glean clues from patterns in people’s use of natural language.

In our context, our goal is to use a corpus of schemas to find patterns inhow people build structures for data.
In particular, creating a database schema involves at least the following steps. In each of these we can search for
common patterns:

• Selecting entities and relationships between them: typically done using a conceptual entity/relationship
model.

• Naming: choose particular names for the entities, their properties and the relationships, and

• Structuring: take the conceptual model and translate it into a particular data model (e.g., relational tables,
object or XML hierarchies). While this step is aided by tools, there is still significant manual work.
Furthermore, in this step additional naming decisions are made (e.g., for table names, disambiguating
property names).

As in IR, patterns in the above processes cannot be written, but can only be discovered from a large collection
of database structures. Once we discover the patterns, we can build tools that assist designers in authoring new
schemas, querying schemas, and mapping between disparate schemas. We now briefly discuss the contents of a
corpus and the kinds of patterns we can mine from it.

2.1 Contents of a corpus

A corpus can include any kind of information related to structured data, and may give us cues as to the meaning
of the data. In particular, it includes the following.

1. Various forms of structures: on the less expressive end, the corpus can include relational and object-oriented
database schema or entity/relationship diagrams, XML DTDs or schemas, possibly with associated integrity
constraints (e.g., functional dependencies). On the more expressive end, the corpus can include terminologies in
a knowledge representation language (e.g., in OWL [DCvH+02]).

2. Instance data: it can include the actual rows of tables (or representative rows) or XML documents. In fact it
can include data sets that do not have a schema (e.g., certain file formats). Very often, elements in the schema of
one model are instance data in another model. Hence, the distinction between schema and instance data is not
clear cut.

3. Validated mappings: previously constructed mappings between different database structures provide signif-
icant clues as to how entities are represented differently in disparate models. Whenever we have such mappings,
they should be included in the corpus.

4. Queries: queries (posed by users or applications) provide important information about how certain data is
used. For example, when a database query performs a join over attributes of two different tables, that indicates
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that the columns are modeling the same domain (and this often is not evident from the schema, which only
specifies the data type).

5. Other meta-data: there are many forms of meta-data that accompany database structures. They range from
text descriptions of the meaning of different fields to statistics about table cardinalities or histograms on the set
of possible values within a column.

It is important to emphasize that a corpus isnot a logically coherent universal database. Rather, it is a
collection of disparate uncoordinated structures. We expect that the structures of the corpus will be stored and
accessed using tools for model management [Ber03], which provide a set of operators for manipulating models
of data (as opposed to the data itself).

2.1.1 Statistics on the corpus

There is a plethora of possible analyses that can be performed on such a corpus in order to extract interesting
patterns. Finding the most effective ones is a long term research challenge. Below we describe certain kinds of
statistics that can be computed over the corpus. We classify them according to whether they apply to individual
words or terms, partial structures, or elements of particular schemas.

Word and term statistics: these statistics are associated with individual words (in any language) and with noun
or verb phrases. These statistics indicate how a word is used in different roles in structured data. For each
of these statistics, we can maintain different versions, depending on whether we take into consideration word
stemming, synonym tables, inter-language dictionaries, or any combination of these three. The statistics include:

1. Term usage: How frequently the term is used as a relation name, as an attribute name, or in data (as a
percentage of all of its uses or as a percentage of structures in the corpus).

2. Co-occurring schema elements: For each of the different uses of a term, which relation names and attributes
tend to appear with it? What tend to be the names of related tables and their attribute names? What tend to be the
join predicates on pairs of tables? Are there clusters of attribute names that appear together? Are there mutually
exclusive uses of attribute names? We can also learn from co-occurrence of terms incompositenames of schema
elements.

3. Similar names: For each of the uses of a term, which other words tend to be used with similar statistical
characteristics?

Composite statistics: the same statistics can be applied topartial structures. Examples of partial structures are
sets of data instances, relations with associated attribute names, a relation with some data (possibly with missing
values). In fact, the works in [HC03, KN03] are attempts to learn from partial structures.

Clearly, we need to significantly limit the number of partial structures for which we keep statistics (e.g.,
use techniques for discovering partial structures that occur frequently e.g., [PG02]). Given statistics for certain
partial structures, we can estimate the statistics for other related structures.

Statistics for schema elements: the same word, used in different structures, can have different meanings.
Hence, we may want to characterize the specific usages of terms in structures, and relate them to usage of terms
in other structures. For example, in [MBC+03] we learn a classifier for every relation and attribute name in the
corpus. Following [DDH01], we use meta-strategy learning. The training data used for learning is gleaned from
the schema to which the element belongs and the training data of elements that have been mapped to it by a
validated mapping in the corpus. Intuitively, the classifier is meant to recognize the particular usage of the term,
even if it appears differently in another structure.
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3 Using a Corpus for Schema Matching

We now describe the first application of our corpus-based approach, schema matching. Sharing data among
multiple data sources and applications is a problem that arises time and again in large enterprises, B2B settings,
coordination between government agencies, large-scale science projects, and on the World-Wide Web. While
there are many architectures for sharing data (data warehousing, data integration systems [Len02, DHW01], mes-
sage passing systems (e.g., [MQS03]), web services, and peer-data management systems [HIST03, KNO+02,
BGK+02, NWQ+02, AK03, ACMH03, NOTZ03]), a key problem in all of them is the semantic heterogene-
ity between the structures (e.g., schemas) of data sources that were originally designed independently. Thus,
to obtain meaningful interoperation, one needs asemantic mappingbetween the schemas. A semantic map-
ping is a set of expressions that specify how the data in one database corresponds to the data in another
database [MBDH02]. While languages for specifying semantic mappings have been developed and are well
understood (see [Len02, Hal01] for surveys), the creation of semantic mappings has become a key bottleneck as
it is labor intensive and error-prone.

The goal of schema matching is to assist a human to relate two domain models. Complete automation of
the process is unlikely, so the goal is to significantly increase the productivity of human experts. The matching
problem is difficult because it requires understanding the underlying semantics of the schemas being matched.
While a schema (with its instance data) provides many clues to its intended semantics, it does not suffice in order
to relate it to a different schema.

The process of generating a semantic mapping has traditionally been divided into two phases. The first
phase finds amatchbetween the two schemas. The match result is a set ofcorrespondencesbetween elements
in the two schemas, stating that these elements aresomehowrelated. For example, a correspondence may
state thatbuyer in one schema model corresponds tocustomer in another. The second phase builds on the
correspondences by creating the mapping expressions. The mapping expressions, often expressed as queries or
rules, enable translating data from one data source to another, or reformulating a query over one data source
into a query on the other. A plethora of techniques have been proposed for schema matching: see [RB01] for
a survey, and [NM02, DMDH02, DR02] for some work since then. Collectively, these techniques mirror the
heuristics that a human designer may follow. For example, techniques have considered exploiting relationships
between names of elements in the schemas, structural similarities between them, similarities in data values, and
even correlations between values in different attributes. Several recent works on schema matching are based on
combiningmultiple techniques in a principled fashion [MBR01, DDH01, DR02].

Corpus-based matching

Schema matching is often facilitated by a detailed knowledge about the domain in which the matching is being
performed. However, creating a knowledge base is often hard, and furthermore, the result may be brittle in
the sense it only helps on its domain of coverage, and only provides asingleperspective on the domain. Our
approach, corpus-based matching, complements a knowledge base by gleaning relevant knowledge from a large
corpus of database schemas and previously validated mappings. There are two types of knowledge that we can
glean from such a corpus. First, we can learn the different ways in which words (or terms) are used in database
structures (i.e., as relation names, attribute names and data values). Second, the validated mappings show how
variations in term usages correspond to each other in disparate structures.

Although such a corpus is not easy to construct, it is a very different kind of activity than building a detailed
and comprehensive knowledge base. It does not require the careful ontological design as a knowledge base does,
nor the careful control of its contents, thereby removing key bottlenecks present in the design of knowledge
bases. The corpus offersmultiple perspectiveson modeling a particular domain, including different levels of
coverage of the domain. Thereby, it is more likely to provide knowledge that is useful for matching two disparate
schemas.
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The LSD System [DDH01] investigated the benefit of learning from previously validated mappings. That
worked considered the case where multiple data sources are mapped to a singlemediated schema, on which
users pose queries. LSD was provided with the mediated schema and a set oftraining matchesfor some data
sources. LSD used these matches to learn models of the elements of the mediated schema. Since no single
learning algorithm captures all the cues from the domain, LSD used a multi-strategy approach that combined
the predictions of several learners. LSD was then asked to predict matches between the mediated schema and
a set of test schemas. The experiments in [DDH01] showed that (1) it is possible to achieve high accuracy
with multi-strategy learning, and (2) additional accuracy is obtained by considering domain constraints (i.e., a
simple form of domain knowledge). Overall, LSD achieved matching accuracy of 75-90% on small to medium
sized schemas of data sources on the Web. LSD was then extended to consider simple taxonomies of concepts
in [DMDH02].

In recent work [MBC+03], we investigate the benefit of a corpus of schemas and matches, and the ability
to use such a corpus to predict mappings between apair of schemas that have not been previously seen. Like
in LSD, we learn models for elements in the corpus, using both the information available in the schema and
validated matches that are provided in the corpus. Given two schemas,S1 andS2, we calculate for each element
in them asimilarity vectorw.r.t. the corpus, i.e., how similar each element inSi is to each element in the corpus.
Very roughly speaking, if the similarity vectors of two elementsa1 ∈ S1 anda2 ∈ S2 are similar to each other,
then we predict thata1 matchesa2. The results of our experiments show that (1) even with a modest corpus of
10 schemas we are able to achieve good accuracy, and (2) the correct matches found by using the corpus and
those found by other previously known techniques overlap, but have significant differences. Hence, the use of
the corpus is finding matches that would not have been predicted by other techniques.

4 Other Uses of the Corpus

While schema matching was the first application that motivated our corpus-based approach, we believe the
corpus is a general tool that is applicable elsewhere1 We now briefly describe some of these applications.

4.1 Creating and Querying Structured Data

As argued at the outset, one of the greatest impediments to using database and knowledge base technology is the
conceptual difficulty of dealing with structured data. Hence, we are faced with the challenge of creating tools
that facilitate the creation and querying of structured data.

One such tool would be aschema design advisor, which assists in the authoring of structured data, much
in the spirit of an auto-complete feature. A user of such a tool creates a schema fragment and some data in a
particular domain, and the tool then proposes extensions to the schema using the corpus. The user may choose
a schema from the list and modify it further to fit the local context. Note that besides time savings, such a tool
has other advantages, such as possibly resulting in better designs and helping users conform to certain standards,
when these are applicable.

On the querying side, the corpus-based approach can facilitate the querying of unfamiliar data. Specifically,
consider a tool that enables you to pose a query usingyour own terminologyto any database. The tool would then
use the corpus to propose reformulations of your query that are well formed w.r.t. the schemas of the database
at hand. The tool may propose a few such queries (possibly with example answers), and let you choose among
them or refine them.

1In [HM03] we argue that the corpus can form a basis for a new class of Knowledge Representation systems.
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4.2 Web Search and Query Answering

Another class of applications concerns various information finding tasks on the Web (or intranet). The first
application isquery answering(e.g., [KEW01, RFQ+02]): a natural language query is posed to a web search
interface, and rather than finding relevant pages, the search engine tries to find the answers to the query. A
second, related application isfocused crawling(e.g., [SBG+03]), where the search engine is given a particular
topic and tries to find pages relevant to it by crawling from an initial set of pages. In both of these applications,
the presence of additional domain knowledge has been shown or argued to be useful. However, the cost of con-
structing knowledge bases with such wide domain coverage is prohibitive. In contrast, a corpus-based approach
can yield a more robust solution.

5 Challenges

Our initial work has revealed significant challenges to building corpus-based tools. We briefly describe some of
these challenges that provide many exciting research opportunities.

Creating the corpus: The first challenge is, of course, creating a corpus of interest. Naturally, organizations
will not be quick to freely share their schemas. Fortunately, there are many publicly available schemas that are
already useful. Furthermore, our initial experiments have shown that significant advantages can be obtained
even by learning from a relatively small number of schemas.

A more subtle issue is thefocusof the corpus – how closely do the domains of the schemas in the corpus need
to be related to the domain for which the corpus is being used. For example, if we are concerned with mapping
between disparate schemas of purchase orders, should our corpus include only schemas in this domain? Will
schemas in other domains help or detract from the effectiveness of the corpus-based methods? Ideally, we
would like to be able to collect a large corpus of schemas without carefully controlling their domains, and devise
methods that exploit only the relevant information from the corpus.

Granularity in the corpus: The corpus will include many disparate schemas. At one extreme, we can view
everyterm ineveryschema as a separate ’concept’ and try to learn patterns about its usage. However, such an
approach will quickly get out of hand. Instead, we need to devise techniques that cluster elements in the corpus
into larger concepts and learn patterns about these clusters.

Tuning the corpus: Whatever automatic methods we use to analyze the corpus, there is no doubt that manual
tuning of the corpus can be useful. The tuning can be of several forms: removing useless schemas, adding
particularly useful mappings between schemas in the corpus, helping in clustering terms in the corpus, etc. In
addition, combining the corpus with a manually constructed domain model raises interesting challenges.

In conclusion, while the challenges for corpus-based tools are enormous, we believe the payoffs could be
huge, and the results can profoundly impact how we create and use structured data.
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Abstract

Large industrial-scale databases tend to be poorly structured, dirty, and very confusing. There are
many reasons for this disorder, not the least of which is that the application domains themselves are
poorly structured, dirty and confusing. As data analysts, we are often called upon to mine, clean, or oth-
erwise analyze these databases. In this article, we describe the types of problems we have encountered,
tools and techniques we have developed to address these problems, and directions for future work.

1 Introduction

As analysts at a very large information-intensive corporation, we are often called upon to analyze business data
sets. The analysis tasks range from data mining and analysis to assisting subject matter experts in data quality
improvement projects. The source data might be a set of extracted views delivered in delimited ASCII format,
or ODBC access to a dozen very large and complex databases which participate in a business process.

The most difficult aspect of these projects is to make sense of the available data. Because of the enormous
scope and complexity of AT&T’s services and offerings, these data sets would be challenging even if the data
were clean, well-organized, and well-documented. In general, they are not, and we spend a significant portion
of our time extracting metadata from the data set and from subject matter experts.

In this paper, we describe the kinds of problems we encounter in the data sets and the tools and techniques
that we have developed to overcome these problems. We conclude with directions for future research.

2 Problems with Data Interpretation

Understanding the structure and relationships in databases with thousands of tables is a difficult task even in the
best of conditions. We often encounter two problems which make the job even harder: poor documentation and
data quality problems.

Metadata When we get access to a data set for an analysis, we almost always discover that the documentation
and metadata is incomplete, inaccurate, or just plain missing. Sometimes the data set is provided as a collection
of delimited ASCII files (or perhaps spreadsheet files). In this case the metadata is often just the file names and
the field names. These data sets are either kept using an informal database (e.g. a spreadsheet), or are generated
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as a query against a database. In either case we need to depend on the data provider to write documentation for
us — which is unlikely. A special problem occurs when the data is a query result: the query is a crucial piece
of metadata. However the query(s) which generated the data are usually not provided (and often the provider is
reluctant to reveal the query).

In other cases, we are provided with logins and programmatic access (e.g., ODBC) to the source databases
(or we are given a copy of the database backup). A commercial DBMS provides many facilities for recording
metadata. In addition to declaring keys and foreign key joins, we can examine which fields are indexed and what
domains, views, and stored procedures are defined. There might also be explanatory comments associated with
tables and fields. From the declared keys and foreign key joins, most DBMSs have tools which draw charts of
the database structure.

Unfortunately, these metadata are usually incomplete. DBAs rarely label tables with comments, and often
do not record keys, foreign key joins, and so on. There are several reasons for this lack of documentation. One is
that creating documentation is tedious and unrewarded. The DBA knows what the table means (at least, she does
when it is created), and why should she train her replacement? Enforcing key and foreign key join properties
can create a high overhead, and can also be dangerous. It can be easier to turn off consistency constraints to
make a data set load than it is to debug a data problem. Also, we have encountered serious data quality problems
which were caused by the unintended consequences of enforcing foreign key join constraints. Another factor is
that enterprise databases change frequently (i.e., because the modeled enterprise does), so the recorded metadata
quickly becomes out-of-date. This problem is another disincentive to recording metadata — since its likely to
be useless or misleading when the DBA needs it, why should she record it?

There is another reason why we usually find the metadata to be lacking. We are called upon to perform new
data mining and data quality studies, and therefore are making new uses of the data. Common uses of the data
are likely to be well documented, unusual uses aren’t.

Even if the conventional metadata were complete, it usually does not provide enough information to interpret
the data set. Some issues are:

• In textbooks, field names fully describe the field contents. The “natural join” makes a strong use of this
property — since fields with the same name mean the same thing, the join condition between two tables is
a test for equality between all fields with the same name. In practice, there are many names for fields with
values which describe the same things. Sometimes the heterogeneity is the result of small misspellings,
sometimes the field names are completely different. Often, fields with the same name have very different
contents (e.g.Addressin the IPCIRCUIT table versusAddressin the CUSTOMER table). Even if their
values are drawn from the same domain, the values might refer to very different things (e.g., customer
Namevs. salespersonName). When dealing with multiple databases, these problems are even worse.

• Databases often show a surprising degree of heterogeneity. We expect this kind of problem when inte-
grating multiple databases, but we encounter it even in a single database. A very large (1000 table or
more) database is often run by multiple DBAs and might refer to multiple logical entities. For example,
one group of tables might refer to customer accounts while another group of tables refers to invoices.
Names, keys, formats, conventions, normalization, and so on might be significantly different between
these different areas. Another cause of heterogeneity is the continual change in the enterprise. Although
the DBAs might design a schema which perfectly fits the current state of the enterprise, within six months
the database will be called upon to support entirely new types of customers and services. These are often
shoehorned into existing tables to the greatest degree possible. As a result, a table will often have multiple
disjoint sets of join paths, depending on the flavor of the tuple to be joined. We often find fields with very
heterogeneous contents (e.g., describing a customer by name or by numeric key).

• The data in these databases is not static, rather it used (or is generated) by some enterprise processes.
A proper interpretation of the data requires an understanding of these processes. However processes are
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often even less documented than the database.

Data Quality Problems Compounding the difficulties cause by missing, incomplete, or ambiguous metadata
are data quality problems. We often find that a task which should be simple winds up being quite difficult
because of poor data quality. We need to diagnose the extent of the problems, then explore the database to
determine workaround procedures. A selection of the kinds of problems that we frequently encounter are:

Missing Data: We often find that important data does not exist in the database. Sometimes relevant fields are
sparsely populated or completely missing. For example, we might want to find predictors of high-revenue
customers. In this case we are certain to find that theRevenuefield of the CUSTOMER table is almost
completely NULL. If there is a CUSTOMERREVENUE table, it is certain to have only a few dozen
records. Perhaps the table is the result of a query and the DBA uses an inner join where an outer join
would be more appropriate.

Incorrect Values: Even if we were to find a well-populatedRevenuefield, it is quite likely to contain incorrect
data (or to be calculated in a way different that what we expect).

Poor Join Paths: Many times join paths are of poor quality – the foreign key join constraints are not maintained.
So if we have well-populated CUSTOMER and REVENUE tables, its likely that we can join these tables
for only a small fraction of the customers.

Duplicates in Key Fields: Finding a key for a table can be surprisingly difficult. Sometimes a key field (or
fields) will contain duplicates. This problem occurs for many reasons. Sometimes unique keys get recy-
cled (e.g., telephone numbers) and the table contains both old and current entities. The data might be the
result of a query in which a join creates multiple entries for a few records. Perhaps we are trying to write
an ad-hoc query and use a serendipitous join path.

In our experience, problems that we at first attribute to “poor quality data” often turn out to be problems
in our interpretation. The CUSTOMERREVENUE might be built only for customers of a particular class.
TheRevenuefield might not include rebates or other pricing adjustments. The CUSTOMER table might refer to
corporations as a while, while the REVENUE table refers to entities within corporations. To join these tables, we
might need to use a table which associates entities to their parent corporations (we might have a few successful
matches in the case of small businesses).

3 Tools and Techniques

Since we are naturally lazy, we have developed tools and techniques to make our jobs easier. The two that
we discuss here aredatabase browsingtools anddata quality metrics. Although they are quite different, these
tools have two things in common: they cut through the complexity of large systems, and they extract missing
metadata.

3.1 Database Browsing

Finding relevant data is difficult in very large (1000+ tables) complex databases. This task is even more difficult
when the data is dispersed among a dozen such databases. We found that we need advanced database browsing
tools which could help us understand what the database contents and structure are. For example, we usually find
“surprises” in the database, and we need to explore the database to determine if the surprise is a data quality
problem or a problem in our understanding of the database structure.
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The tool we developed, Bellman,profiles the database [5] to develop compact statistical summaries of the
database contents. When a user browses a database, Bellman uses these summaries to provide informative
displays and powerful exploration queries in an interactive fashion.

Many of the facilities that Bellman provides are fairly simple, but surprisingly useful. Bellman collects and
interactively displays the number of rows in each table, and for each field the number of unique and null values.
This simple function immediately tells about missing data. Bellman also collects information about multiple
databases, and can manage multiple open connections to them. While Bellman does not yet support federated
queries, the ability to browse and query multiple databases simultaneously is very useful. Other simple but
useful tools are a collection of canned queries for sampling, summarizing, and visualizing a table’s contents.

Some tools use more sophisticated algorithms, developed by others. Bellman will find all minimal approx-
imate keys of up to four fields on all tables using an algorithm based in part on Tane [7]. We also collect the
most frequent values of a field (“heavy hitters”) using a sketch-based algorithm [1]. If a table has say 100 fields,
we compute the most common field values using a one pass algorithm instead of 100 group-by queries. Most
frequent value information is very useful because it gives a feel for the contents of a field, and also because
default NULL values are usually the most frequent values (often there is more than one default NULL value).
We are currently experimenting with using recently developed approximate string matching algorithms [6] to
implement an approximate join engine.

We developed a crucial technology for Bellman, as is described in [3]. For every field, we can interactively
compute theresemblanceof the set of field values (resemblance is the size of the set intersection divided by the
size of the set union). We use the resemblance find join paths, and to find data which is “similar” to a sample.
With augmented information, we can obtain good estimates of join sizes and whether the join is one-to-one,
one-to-many, or many-to-many. Many times two fields will match only after a small transformation. To help in
the search for these pairs, we also provide tools for interactive substring similarity queries.

A typical use of Bellman would be as follows. We are asked to make a study of some particular business
process. We obtain logins and ODBC access to the relevant databases, then use Bellman to collect database
profiles. By talking to Subject Matter Experts (SMEs), we get an understanding of the business process and
what our data targets are. Typically, we run into various problems — data is missing, join paths don’t work, data
mining analyses yield suspicious results, and so on. We begin a database exploration process to find solutions to
these problems. We might want to find all data related to frame relay circuits, in which case we will search for
frame relay circuit IDs by starting with a sample and using Bellman’s resemblance and substring similarity tools.
When we find these fields, we use Bellman to explore these tables to determine whether the information they
contain is relevant to our needs. We might want to find alternative join paths, either because the documented join
paths are broken or because we want a check on suspicious data (i.e., we want correlating information). We use
the approximate keys and field resemblance facilities to find the alternative join paths, and the general browsing
facilities to evaluate the results.

3.2 Data Quality Metrics

Data quality metrics are intended to assure the data user of the confidence he or she can place in the data. In
general, data quality metrics measure the reliability and usability of the data. However, they can also serve to
document critical metadata as well. The brief discussion here is taken from a recent book [2].

Conventionally, metrics have been designed forstatic views of the data, with time related aspects incorpo-
rated only tangentially, e.g., timeliness of the data. These metrics emphasize rigid constraints such as complete-
ness, accuracy and consistency. In reality, such constraints are often not enforceable. Verifying accuracy would
entail expensive inventory checking. Proxies such as sampling or tracking trouble tickets might be insufficient
with a potential for built-in bias. Consistency and uniqueness might be impossible to ensure. For instance, a
“customer” could mean a billing entity, a corporation, a contract of services , or a piece of equipment. Unique-
ness is a stumbling block if different systems require representing an entity with slight variations e.g., “New
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Vernon, NJ and “New Vernon NJ. This is especially true of complex legacy systems, which have all kinds of
quirks hard coded into the system.

Modern uses and data applications require a much moredynamicdefinition of metrics to reflect accurate
conformance to process flows. For instance, there has been a recent focus on auditing databases that support
business operation for data quality issues. Such an audit often reveals flaws in the process, in addition to
any glitches the data. Based on this, we can define two categories of data quality metrics, —operational
anddiagnostic. Operational metrics identify unexpected divergence of process from specification, providing
guidance for fixing flaws that manifest as data quality issues. Diagnostic metrics on the other hand, merely
identify the flaws in the data and do not provide insight into how to fix them. Completeness is a good example.
“The data set has ten percent missing data” is informative but not useful for finding the problem that is causing
the data quality issue.

As mentioned earlier, the lack of metadata is a major issue in a data analysis project. Here, we make a
distinction between access and interpretation.Accessibilitycan be measured by seemingly bureaucratic criteria
such as number of calls, number of people contacted, level of escalation and total time taken from request for
access to data to actual physical access to data.Interpretability is more nuanced and harder to measure. The
schema might be accurate, but there might be hidden rules that are not documented. For example, the people
who created the data might have informally compressed the data with rules such as “if the resources allocated to
a customer have consecutive serial numbers, record the first and last serial number and set attribute Flag to Y”.
We cannot interpret the data if we do not know the rule. Another example in this context is that of censoring in
duration data. A call beyond 100 minutes might be censored, so that all we know is that it lasted beyond 100, we
cannot distinguish between calls of 101 minutes and 10001 minutes. Such rules are seldom documented and are
revealed only by browsing the data and validating the findings with SMEs. Hidden rules show up as glitches in
analysis (unexpected spikes in histograms) and data integration (only 10% of the records matched) . The number
of analytical passes needed to get reasonable results is a good metric to measure interpretability. Similarly in
the operations setting, the number of manual interventions needed (measures automation) and the proportion
of data that flows through the process successfully (end-to-end completion) are good metrics. Automation is
particularly important since many data quality glitches arise from manual intervention and workaround patches
to modify a process designed to automatically complete a multi-step task or transaction. A longer discussion of
data quality metrics can be found in [2].

Implementing data quality metrics in a data quality program involves three major stages: (a) data preparation
(gathering, storing, integration, manipulation etc.), (b) gathering domain knowledge through interaction with
SMEs, e.g., build business rules, devise appropriate metrics and (c) validating the data against the rules and
quantifying data quality using the metrics. The three stages are iterated until the experts and the users sign off
on the usability of the data. However, the second stage is surprisingly challenging. Subject matter experts are
hard to identify (scattered across the company, personnel and project transitions) and often have no incentive
to share their time or knowledge. Even if they cooperate, different experts frequently disagree on definitions
and details. Finally, there is often a disconnect between the articulation of the rules by the experts and the
implementation by the technical staff. A potential solution is offered in [4], where rule based programs are used
to encode the expert’s knowledge in a form that can be easily understood and verified by the expert. Such an
approach also allows for representing knowledge that is acquired piecemeal, out of sequence and that needs to
be updated frequently.

Despite the challenges of implementing data quality metrics as a part of a data quality or data auditing
program, there are significant benefits. First, the process of defining data quality metrics results in the creation of
metadata and documentation about the data and the process. Second, it puts in place a mechanism for conducting
frequent end-to-end audits to catch data quality issues as soon as they arise before they get entrenched and corrupt
large sections of the data. Finally, it increases the confidence in the data by putting in place objective, clearly
defined metrics that are transparent and cannot be manipulated easily for political ends.
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4 Conclusions

The tools that we have developed are very useful in our analysis tasks, letting us quickly resolve seemingly
difficult problems. We have found that some of the simplest tools are often the most effective. However, we feel
that additional, more sophisticated tools are needed:

• Database structure mining, for example to find clusters of inter-related tables.

• Incorporating dynamic information, such as that extracted from query logs. However, we have found that
DBAs are (often justifiably) reluctant to share these logs.

• Integrating SME metadata with extracted metadata.

The digital revolution has only started, the volume and complexity of enterprise information will continue
to increase. Software engineers have faced the problem of developing very large scale interoperating code, and
in response have developed many design, analysis, and reverse engineering tools and techniques. Analogously,
database engineers need similar tool suites.
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Abstract

Structured data is distinguished from unstructured data by the presence of a schema describing the
logical structure and semantics of the data. The schema is the means through which we understand and
query the underlying data. The schema permits the more sophisticated structured queries that are not
possible over schema-less data. Most systems assume that the schema is predefined and is an accurate
reflection of the data. This assumption is often not valid in networked databases that may contain data
originating from many sources and may not be valid within legacy databases where the semantics of data
have evolved over time. As a result, querying and tasks that depend on structured queries (including
data integration and schema mapping) may not be effective. In this paper, we consider the problem of
discovering schemas from data. We focus on discovering properties of data that can be exploited in
querying and transforming data. Finally, we very briefly consider the suitability of mining approaches
to the task of schema discovery.

1 Introduction

As the size, number, and complexity of databases continues to grow, understanding their structure and semantics
gets more difficult. This, together with other associated problems such as the lack of documentation or the
unavailability of the original database designers can make the task of understanding the structure and semantics
of databases a very difficult one. At the same time, data sources may contain errors and may contain data that
was integrated from many sources. This integration may introduce additional anomalies or duplicate data values
and records. Fewer and fewer databases contain only raw data that has been put in electronic form for the first
time and that has been carefully designed and structured for a well-defined application task. Rather, modern
databases contain data that has been integrated and transformed, often many times, from other source(s).

No matter how principled or sophisticated the integration approach, we simply cannot always guarantee a
perfect integration. Similarly, no matter how carefully a database was designed in the past, the data semantics
may still evolve or errors may be introduced into the data. Hence, the data may be inconsistent or incomplete
with respect to its schema (where the schema may include structuring primitives such as table declarations along
with constraints). There are many forms of data inconsistency including incorrect or erroneous data values. A
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data instance is typically said to be inconsistent if it does not conform to the constraints of the schema [ABC99].
Similarly, there are many forms of incompleteness including missing or unknown values or missing records
[Gra02]. As with inconsistency, incompleteness is usually studied with respect to a schema. Notice that the
assumption is that we trust the schema, that is, the schema is an accurate model of the time-invariant properties
of the data. However, in both legacy databases (where the semantics of the data may have evolved since the
schema was designed) and in integrated data (where data with different semantics may be added) this may not
be a valid assumption.

In this paper, we briefly consider a different approach. Rather than viewing the data as being inconsistent or
incomplete with respect to a given schema, we consider the schema to be potentially inconsistent or incomplete
with respect to a given data instance. With this view, we consider whether we can propose techniques for
discovering a better schema for the data. Of course, given a single data instance, we cannot be sure that the
properties we find will hold for all possible instances (that is, we cannot be sure that these are time invariant
properties). But we believe that automated techniques can be used to suggest potential schemas and that such
suggestions can be incorporated into physical and logical data design and integration tools.

Below, we consider how having a schema that is inaccurate with respect to a given data instance can hamper
both querying and the integration process itself. We then consider, in closer detail, the properties of schemas
with an eye toward developing algorithms for schema discovery. We present one application of these ideas
involving the clustering of tuples and values based on their structure.

2 Schema Properties

We use the term schema to refer to a set of structuring primitives (predicates), for example, relations or nested-
relations, and a set of constraints (logical statements) over these primitives. Examples of constraints include
key constraints and referential constraints. Constraints play an important role in data design and, as we will
argue below, they are integral in understanding what forms of learning approaches are most useful for schema
discovery. Before discussing the discovery problem, we examine in closer detail the role of schemas in providing
structural and semantic information about data. We also consider the role schemas have played in the integration
process.

Structured queries are by definition typed, that is, they take instances of a fixed schema (or type) and create
an instance of a fixed schema [AHV95].1 When schemas are inaccurate, queries can produce unexpected results.
Consider the following schema and instance.

title director actor genre release date
Godfather II M. Scorsese R. De Niro Crime 1974
Good Fellas F. F. Coppola R. De Niro Crime 1998

Vertigo A. Hitchcock J. Stewart Thriller 1958
N by NW A. Hitchcock C. Grant - 1959

Alexander the Great Baz Luhrmann - - -
Water Deepa Mehta - - -

My Life Without Me Isabel Coixet - - -

Table 1: An instance of the movie relation

Intuitively, the first four tuples of this relation correspond to movies that have already been released and
the last three tuples to movies that are currently being shot. We could imagine a situation where Table 1 has

1Of course, this analysis excludes work on higher-order or polymorphic queries [LSS01] which produces instances conforming to a
family of schemas.
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been produced after integrating two separate relations, one for released movies and another for pre-release films
(which may include movies in production or movies that may never be shot or released) or a situation where
the original data requirements included only released movies, but later applications required information about
pre-release movies. In either case, the schema asserts that movies may have release dates and genres. A query
analyzing trends in the genre of movies may give very misleading results as this information is systematically
missing for pre-released films. Similarly, schemas in which constraints hold but are not expressed can lead to
query results that are much different than anticipated. In our movie database, films may be associated with
many companies which are responsible for various aspects of their production, financing, and release. However,
films produced under the old studio system may all be associated with exactly one company. We can view
such schemas as being incomplete (or more generally inaccurate) in that they fail to model important logical
distinctions.

In addition to the effect on queries, inaccurate schemas can influence the integration process. Traditional
integration approaches were very schema-centric [BLN86]. Given a set of schemas, these approaches would
create an integrated schema or view. In the above example, it is not apparent from the schema that the movie
relation contains two different types of movies. Hence, the integration of this database with another in which
movies are separated by their production stage may result in all movies from our database being incorrectly
assumed to belong to a single production stage (for example, they may all be assumed to be released movies).
In more recent work, the focus of integration methods has shifted away from the problem of creating integrated
schemas, to the problem of creating queries between independently created schemas [MHH00, HMN+99]. Such
approaches have been called query-centric [Ull03], to distinguish them from view-centric approaches which use
views as a means of integrating data and modeling the query capabilities of different sources [LRO96, Hal01].
Query-centric and view-centric approaches have been combined in approaches that create more general map-
pings (sometimes called GLAV, global-and-local-as-view, or BAV, both-as-view, mappings) [Len02, PVM+02,
MP02]. However, because these structured queries and views are inherently typed, the effectiveness of all of
these approaches depends to a large extent on the quality of the schemas being used. Logical semantics that are
not modeled in a schema cannot be exploited. Mappings created over inaccurate schemas, such as the schema in
Table 1, may incorrectly integrate or transform data (for example, by treating release and pre-released movies as
a homogeneous collection). These mappings may produce unexpected or undesired results including (possibly)
instances that do not conform to the target schema of the mappings.

In schema discovery, we will seek to discover logical structure that may be useful for integration or querying.
Before presenting examples of discovery techniques, we consider one additional property of schemas that will
be useful in designing and understanding schema discovery methods.

Schemas, like structured query languages that use them, treat data values largely as uninterpreted objects.
This property has been calledgenericity [AHV95] and is closely tied todata independence, the concept that
schemas should provide an abstraction of a data set that is independent of the internal representation of the
data. That is, the choice of a specific data value (perhaps “Coppola” or “F.F.C.” or “francis ford coppola” in
our example) has no inherent semantics and no influence on the schema used to structure director values. The
semantics captured by a schema is independent of such choices.2

For query languages, genericity is usually formalized by saying that a query must commute with all pos-
sible permutations of data values (where the permutations may be restricted to preserve a distinguished set of
constants) [AHV95]. Similarly, we can formalize the genericity of schemas in the following way.

Definition 1: A schemaS is said to begenericif for all instancesI of S and for all permutationsπ of values in
I, π(I) is also an instance ofS.

It is possible in SQL and other languages used in practice, to write non-generic queries (for example, using

2The termgenericis sometimes used to meandata model independent. In this paper, we will use the adjectivegenericto refer to
schemas that exhibit the genericity property.
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user-defined functions) and non-generic constraints (for example,check release-date < 2004). How-
ever, such constraints are not foundational to structuring data and when used, are typically restricted to domains
with a known, application-specific semantics (such as the ordering of years in this example). A similar con-
straint on movie titles (check title < 2001) is likely to be meaningless with respect to the semantics of
movie data. Our thesis is not that such application-specific information is unimportant, but rather that it is often
unavailable or inconsistent across different data sources which may use different conventions for encoding data
values. Our techniques will therefore focus on the discovery of generic structure and constraints.

3 Schema Discovery Techniques

Schema discovery is not a new problem. Early approaches were motivated by the observation that an important
source of inaccuracy in relational schemas is incompleteness, particularly in the constraints. Techniques for
enumerating constraints that hold on a relational database include algorithms for finding dependencies (such
as functional and multivalued dependencies) [BB95, Bel95, Bel97, KMRS92, WBX98]. Given an instance of
a schema, the idea is to find all constraints within a specified class that describe the data. Of course, from a
single database instance, we cannot determine whether the constraint is a dependency, that is, whether it will
continue to hold as the data changes. However, these techniques can find a set of candidate dependendencies.
Furthermore, several approaches consider the constraint mining problem over dirty data and propose techniques
to find approximatedependencies that hold for most records [HKPT98]. The candidate dependencies found by
such algorithms can be examined by a user or provided as input to a data design tool.

Constraint mining has applications beyond schema discovery (for example, to semantic query optimization).
But certainly discovered constraints can be used to find “better” schemas. If additional constraints are found,
then we can apply normalization methods to produce a (vertically) decomposed schema. Such methods are
well-known to produce better schemas by reducing redundancy in the data and removing (or lessening) such
evils as update anomalies. Notice that such a discovery approach operates by finding redundancy (specifically
the redundancy that can be characterized by traditional relational dependencies) and removing this redundancy.
Also, all of the constraint mining techniques we have mentioned are generic in that they do not rely on any
application-specific semantics for the representation of data values.

Constraint mining looks to find a set of constraints (logical statements) that hold on a given data set and
structure. The set of predicates used in these constraints is fixed – where the set of predicates corresponds to the
set of tables defined in the schema. In our example, this means that the algorithms will search for constraints that
hold over all movies and will not consider separating movie tuples into different tables and finding constraints
that hold within each table. The re-structuring that is done is with respect to attributes. Attributes are regrouped
into (potentially overlapping) sets, each representing a new table.

Now consider the problem of producing better schemas even when the set of predicates is not fixed. Concep-
tually, we would like to find a clustering of tuples such that each cluster can be described by a good schema. So
we wish to find redundancy in the data, but redundancy that can be removed by partitioning tuples horizontally
rather than vertically. Our approach is based on a clustering method called LIMBO [ATMS03]. Clustering pro-
duces a partitioning of objects where objects within the same cluster are similar and objects in different clusters
are dissimilar. To apply clustering to this problem, we have to define a distance metric for relational tuples that
is generic. In our movie example, it is not obvious how to measure the similarity (or dissimilarity) of the values
“Coppola”, and “Scorsese”. Nor is it obvious how to define the distance between tuples “Vertigo” and “Good
Fellas”. If we are seeking to remove redundancy, intuitively we need a measure of similarity that reflects the
redundancy in these tuples. However, even with such a measure, it is not obvious how to define a quality mea-
sure for the clustering. Yet, for humans there is an intuitive notion of quality for clustering. A good clustering
is one where the clusters areinformativeabout the tuples they contain. Since tuples are expressed over attribute
values, we require that the clusters be informative about the attribute values of the tuples they hold. That is,
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given a cluster, we should be able to predict the attribute values of the tuples in the cluster to the greatest degree
possible. Hence, highly redundant tuples will tend to be grouped together. The quality measure of the clustering
is the information that the clusters hold about the attributes. Since a clustering is a summary of the data, some
information may be lost. Our objective is to minimize this loss, or equivalently to minimize the increase in
uncertainty.

Consider again the data in Table 1 and the partitioning of tuples into two clusters. ClusteringC groups the
first four movies together into one cluster,c1, and the remaining three into another,c2. Note that clusterc2
preserves all information about the actor, genre and release date of the movies it holds. For clusterc2, we know
with certainty that these values are missing (or null). For clusterc1, we have lost some information about these
attributes so we have less certainty. But we do know, for example, that there is a 50% chance that the genre is
“Crime”. In this example, any other clustering will result in greater information loss. To see this, consider a
clusteringD again with two clusters. The first clusterd1 contains the first three tuples and the second cluster
d2 contains the last four (so unlike inC, the fourth tuple has be assigned to the second clusterd2). In d2, we
maintain certainty about the value of genre, but we lose information about actor and release date.

We have formalized this intuition and developed a scalable algorithm for clustering large categorical data
sets [ATMS03]. We have applied our techniques to clustering both relational data and web data. Furthermore,
LIMBO is a hierarchical algorithm that produces clusterings for a large range ofk values (wherek is the number
of clusters). This property is very important for schema discovery since we can evaluate differentk values
(among the many clusterings produced in a single application of the algorithm) to determine one that achieves
the best schema design.

We have argued that schema discovery involves characterizing (and eliminating) redundancy in the data.
Our approach to characterizing redundancy is similar in spirit to recent work on using information theory to
both characterize good schema designs and to compare the quality of different designs [AL03] (and to work
characterizing the information theoretic properties of dependencies [DR00]). However, this work defines the
information content of database elements with respect to a fixed set of constraints. Furthermore, the measure is
restricted to valid database instances that satisfy these constraints. In our work, we have characterized the infor-
mation content independent of constraints since such constraints are often unknown (or only partially known)
and the data may contain errors. Nonetheless, there are important synergies between these results.

4 Conclusions

Schemas are typically the result of a data design process (performed by a human designer or by an automated
tool). The choices made in data design are known to be highly subjective. A schema is inherently one out of
many possible choices for modeling a data set. To understand and reconcile heterogeneous data, we may need to
understand (and explicitly represent) some of the alternative design choices. Our current research focuses on the
development of schema discovery techniques for finding such alternative designs. Our long term research goal
is to find generic methods for discovering schemas that fit the data. Our work on LIMBO is a first step toward
this goal. This work is part of a broader research agenda designed to develop solutions for creating, managing
and transforming structure and meta-data, including schemas and mappings between schemas [AFF+02].
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