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ABSTRACT

Transactions have been a key issue in database management for a
long time and there are a plethora of architectures and algorithms
to support and implement them. The current state-of-the-art is
focused on storage management and is tightly coupled with its de-
sign, leading, for instance, to the need for completely new engines
to support new features such as Hybrid Transactional Analytical
Processing (HTAP). We address this challenge with a proposal to
implement transactional logic in a query language such as SQL.
This means that our approach can be layered on existing analytical
systems but that the retrieval of a transactional snapshot and the
validation of update transactions runs in the server and can take ad-
vantage of advanced query execution capabilities of an optimizing
query engine. We demonstrate our proposal, TiQuE, on MonetDB
and obtain an average 500× improvement in transactional through-
put while retaining good performance on analytical queries, making
it competitive with the state-of-the-art HTAP systems.
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1 INTRODUCTION

Transactions in database systems allow sequences of operations,
possibly issued interactively, to be grouped andmade atomic regard-
ing both concurrency and faults. The traditional architecture for
a transactional system is that isolation and recovery are encapsu-
lated within a Transaction Storage Manager (TSM) layer [61] using
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a form of locking or timestamp ordering to exclude anomalous
non-isolated executions, and logging to guarantee atomic recov-
ery and durability [40, 56]. Query processing happens on top of
the abstraction of isolated and recoverable table and index stor-
age exposed by the TSM. This architecture for a general-purpose
database system does however impose a significant performance
overhead [60] and has led to specialization [98]. This approach has
been particularly successful for analytical workloads with the intro-
duction of column-oriented systems, that enable advanced query
processing techniques such as vectorized processing and adaptive
indexing, however, at the expense of limited concurrent operational
performance [27]. Figure 1 illustrates this tradeoff: MonetDB [8],
in the lower-right corner, has much higher analytical performance
than PostgreSQL [14], a general-purpose system, but its operational
performance is limited and strongly impacted by concurrency. (Ex-
perimental conditions and further details in Section 4.)

Some scenarios call for high-performance analytical operations
together with fine-grained update transactions to achieve Hybrid
Transactional-Analytical Processing (HTAP). This is useful, for in-
stance, for Internet-of-Things (IoT) and streaming applications, and
has been a driver for recent innovation in transactional systems.
The common way to do this is to start from a transactional system
and add the ability to execute long-lived analytical queries on fresh
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Figure 1: Trade-off between transactional and analytical per-

formance and the contribution of TiQuE. Transactional and ana-
lytical workloads tested separately (32 OLTP clients; 1 OLAP client).
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data by materializing a snapshot [34, 67], by outright replicating
the database [63, 109], but also by implementing a storage manager
that judiciously holds recent updates in memory, separately from
persistent data [87]. As shown also in Figure 1 for TiDB and Single-
Store, this allows for much higher operational throughput without
compromising analytical performance.

Our goal is an alternative approach for implementing transac-
tions that eases innovation in existing systems by avoiding the
effort of rewriting the storage management layer. Our contribution
is an add-on layer aimed at analytical systems. This should allow us
to substantially improve transactional performance without costly
redeployment and retraining processes for a new HTAP engine.

The key insight of our proposal – transactions in the query engine
(TiQuE) – is to leverage the flexibility and efficiency of a generic
query optimizer and execution engine in the manipulation of meta-
data (e.g., timestamps) required for multi-record transactions. This
means that part of the traditional responsibility of the TSM is actually
expressed in a high-level query language such as SQL. As shown in
Figure 1, this allows us to build on MonetDB a solution that pre-
serves a good analytical performance while competing with state-
of-the-art HTAP in operational performance in a non-distributed
deployment. As we show in Section 4.3.3, this approach is effective
even with simultaneous operational and analytical workloads.

In addition to it being easier to deploy and maintain, this ap-
proach allows isolation criteria and concurrency control to be ex-
pressed as high-level queries. The latter point is especially impor-
tant to tune performance based on workload [101] and client re-
quirements (stronger, weaker, eventual, or none at all). It also allows
transparent exploitation of advanced query processing techniques,
such as vectorization, as found in column-oriented engines [27].

In short, the hypothesis supporting TiQuE is that given the diver-
sity and continuous evolution of application requirements, environ-
ments, and hardware capabilities, it is likely that a query optimizer
(and tuning by developers and administrators) will generate a better
(custom) implementation of multi-statement transactions than a sin-
gle, one size fits all, hard-coded solution. A particularly interesting
consequence is that it can be applied to specific tables, avoiding
any overhead on OLAP-only tables. Our main contributions are:

• We describe a set of assumptions on existing analytical
data stores to support TiQuE, propose the mechanism in
terms of a generic SQL schema and queries, and provide a
correctness argument (Section 2)

• We specialize the generic proposal and describe an imple-
mentation of TiQuE on MonetDB, discussing the strategy
used to ensure each assumption and to obtain the best per-
formance (Section 3).

• We evaluate the correctness and performance of TiQuE as
implemented onMonetDB, with demanding workloads, and
compare it to state-of-the-art HTAP proposals (Section 4).

Finally, we discuss related work (Section 5) and conclude the paper,
pointing out interesting future research directions (Section 6).

2 TRANSACTIONS IN THE QUERY ENGINE

Figure 2 summarizes the TiQuE approach. The Client application
requests an Abstract schema that contains only application-level
data. This is translated automatically by TiQuE to a Physical schema

Client

(e.g., TPC-C, CH-benCHmark)

Abstraction Layer

(views, rules, Begin/Commit statements)

Physical Layer

(data tables, metadata tables, sequences, procedures)

BEGIN
SELECT
FROM T

UPDATE T COMMIT

BEGIN
procedure

SELECT FROM
T_Storage ...

INSERT
INTO T_Cache

COMMIT
procedure

Figure 2: Architecture of TiQuE.

that exists in the database engine and contains also transactional
metadata. Client requests are then intercepted by TiQuE, which
translates them into queries that enforce isolation and forwards
them to the Physical Layer for execution. We choose to target
Snapshot Isolation [39], in which transactions execute under a data
snapshot taken at their start time. This widely used isolation [1, 15,
21, 23, 25] is specifically chosen given it allows non-blocking reads
with concurrent writes, ideal for HTAP workloads.

2.1 Assumptions

The base assumption is that we have an optimizing query engine,
that compiles and executes SQL statements, without1 multi-item
update transactions. In detail, we assume:

For generality. The generality of the approach, meaning that
TiQuE can be used on different database systems and is applicable
to existing off-the-shelf database applications, assumes that client
requests can be intercepted and modified. For standard APIs, this
can be achieved at the client side by a driver wrapper or hook.
Alternatively, read statements can often also be intercepted at the
server side by views and write statements by rules, using session
variables to hold the transaction state.We use the first, more general
approach in Section 3, although we have also tested the second.

For correctness. The correctness of the approach, meaning that
TiQuE does, in fact, enforce Snapshot Isolation [39], depends on
being able (i) to atomically and concurrently append rows to some
tables, as well as being able to correctly read them; and (ii) to
maintain and observe sequential counters. The first requirement is
generally available, with high performance even in a distributed
setting, in modern data stores. The second is not as widely available
but can be implemented in user-defined functions (see Section 3)
or resort to a coordination system such as ZooKeeper [64] in a
distributed setting. In fact, some systems provide access to atomic
counters even without multi-operation transactions [20].

For performance. The performance of the approach, meaning
that TiQuE achieves high concurrent operational and analytical
performance, depends on (i) the query processing engine being able
to successfully optimize physical queries resulting from TiQuE and
(ii) sustaining high throughput append-only tables. In Section 3, we
show how both can be met by a state-of-the-art analytical engine.

1Or not making use of multi-item transactions, due to their impact on performance.

2275



Table1 (view)
k v

Txn
txid status sts cts

Table1_Storage
k v

a) original b) transactional isolation with TiQuE

Table1_Cache
k v del txid

Views

Tables

Tables
Table1
k v

Figure 3: Example of an original schema (a)) converted into

one which supports transactional isolation in SQL (b)).

2.2 Schema translation

TiQuE uses regular tables to hold application data and transaction
metadata, and SQL queries to manage both of them. As shown in
Figure 3, for each Abstract Table defined by the application, TiQuE
creates the corresponding Physical Schema to be used by future
data query and modification operations. This is done as follows:

Storage tables. These tables contain data and have the exact
schema requested by the application. We identify them in this text
with the “_Storage” suffix. The rows in these tables are considered
stable, meaning they are contained in the history of the snapshot
of every current and future transaction. We use this property to
our advantage to avoid storing timestamp metadata for each row.

Cache tables. These tables, identified with the “_Cache” suffix,
contain additional data with associated metadata for each table
requested by the application. Unlike storage tables, cache tables
store uncommitted or recently committed data, and oftentimes
store multiple versions of the same row [91]. As data stored in these
tables might not be included in the history of every transaction,
we append metadata to each row for snapshot computation (Fig-
ure 3): the 𝑑𝑒𝑙𝑒𝑡𝑒𝑑 field – used to specify if a row was deleted (also
known as a “tombstone”) – and the transaction identifier (𝑡𝑥𝑖𝑑).
This is analogous to what is done in the low-level representation of
records by existing database systems, such as PostgreSQL [96, 99].
Eventually, cache data that becomes stable can be checkpointed to
the respective storage table (Section 2.4.1). If the underlying data
store supports it, we can place the cache tables in a different format
from the storage ones (e.g., row format for cache and columnar
format for storage), combining fast writes with fast analytical scans.
Note that, for simplicity, we assume that a cache row referring to an
Update also has the data of the columns that were not modified. An
implementation of TiQuE could store only the modified columns
and merge them with the previous data when reading. Also note
that we consider cache tables to have the same schema as their
storage counterparts (plus metadata). However, they could also be
designed using, for example, a key-value model, where the value in
each row is merged into a single column, later being deserialized
when reading. This would still allow efficient selection by key.

Txn table. This table stores the transactions’ metadata: the start
(𝑠𝑡𝑠 , for reading) and commit timestamps (𝑐𝑡𝑠 , for conflict detection
and write visibility) of every transaction executed or currently
being executed, as well as their status, (running (R), committing (C),
committed (T), or aborted (A)). These metadata are used to compute

BEGIN: 
 ① SELECT NEXT(TXID) 
 ② SELECT STS 
 ③ INSERT INTO Txn 
EXECUTE: 
 ④ UPDATE Table1 
    SET v = v || '.2' 
    WHERE k = 'k1' 
COMMIT: 
 ⑤ SELECT NEXT(CTS) 
 ⑥ UPDATE Txn 
 ⑦ SELECT CERTIFY() 
 ⑧ UPDATE Txn 
 ⑨ SELECT NEXT(STS) 

⑤
Transaction 12

Table1_Cache
k v deleted txid
k1 v1 false 5
k1 v1.2 false 12

STS

8    9

CTS

8    9

Txn
txid status sts cts
5 T 3 6
12 R 8
12 C 8 9
12 T 8 9

③

④

⑥

TXID

11  12
① ⑨

⑧

Figure 4: Example of a transaction execution in TiQuE. Based
on the schema presented in Figure 3. Note that steps 6○ and 8○ are updates
to the previous Txn row and not new inserts.

the snapshot, provide conflict detection, determine which data can
be checkpointed to the storage, and enable recovery after a crash.

2.3 Operation translation

2.3.1 Transaction demarcation. A transaction is started by exe-
cuting a Begin procedure, which assigns transactions identifiers
(𝑡𝑥𝑖𝑑) and starting timestamps (𝑠𝑡𝑠) (Figure 4 1○- 3○). Transactions
in TiQuE execute over multi-versioned data and under optimistic
assumptions, meaning they perform all of their reads and writes
without acquiring any locks, and, at commit time, the write-set
is validated against the write-set of concurrent transactions [71].
The optimistic model is widely used due to its low overhead in
low-contention settings [22, 24, 46, 58, 107]. It also has the advan-
tage of fitting nicely with TiQuE’s design, as it does not require
managing locks on writes, but can cause starvation of long-running
read-write transactions. An optimization to this problem is later
discussed and evaluated in Sections 2.3.4 and 4.3.4, respectively.
By not requiring locking on writes, it also opens the possibility of
buffering them at the client side [71], helping mitigate the effects
of client-server latency on multi-write transactions.

To end a transaction, the Commit procedure is executed, com-
mitting or aborting it based on the certification outcome (Figure 4
5○- 9○). Read-only transactions can skip this step.
The following sections describe how reads (Section 2.3.2) and

writes (Section 2.3.3) are translated in a way that is both efficient
and transparent to existing application code, and how transactions
are validated and committed (Section 2.3.4).

2.3.2 Snapshot computation. Read operations within TiQuE must
ensure that an isolated snapshot is obtained independently of con-
current writes from other transactions. This is done by replacing
each user-visible table with a computation of the snapshot in the
context of the current transaction, by using a view or direct replace-
ment in the intercepted statement. The resulting composite query
is then compiled, optimized, and executed as a whole.

The transaction’s starting timestamp (𝑠𝑡𝑠), assigned at its incep-
tion (Figure 4 2○), encompasses all previously committed transac-
tions – that committed with timestamp 𝑐𝑡𝑠 and have a status of “𝑇 ”
– and as such is used to determine the data visible in the snapshot. If
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Listing 1: Snapshot query of transaction MY_TXID.

1 SELECT k, v
2 FROM (
3 SELECT *, rank() OVER ( -- order recent versions first
4 PARTITION BY k ORDER BY cts DESC NULLS FIRST) AS rk
5 FROM (
6 -- Storage data
7 (SELECT k, v, false AS deleted, 0 AS cts
8 FROM Table1_Storage)
9 UNION ALL
10 -- Cache data
11 (SELECT k, v, deleted, cts
12 FROM Table1_Cache C
13 JOIN Txn ON Txn.txid = C.txid
14 -- get committed data or its own uncommitted writes
15 WHERE (Txn.status = 'T' OR Txn.txid = MY_TXID)
16 -- filter out future writes
17 AND (cts <= MY_STS or cts IS NULL))
18 ) T1
19 ) T2
20 -- select only the most recent version of each row
21 WHERE rk = 1
22 -- remove deleted rows
23 AND NOT deleted;

this timestamp captures more than one version of the same row, we
only return the most recent one. Additionally, a transaction might
itself have written uncommitted data which must be read back.
These data will replace committed rows which have the same key,
as they are considered more recent. With these considerations, the
snapshot for 𝑇𝑎𝑏𝑙𝑒1 of Figure 3 is computed with the SQL query
shown in Listing 1, where MY_STS and MY_TXID are the session
variables representing the transaction’s 𝑠𝑡𝑠 and 𝑡𝑥𝑖𝑑 , respectively.

In detail, we first combine (line 9) storage data (lines 7,8) with
readable committed data in the cache and the transaction’s uncom-
mitted writes (lines 11-17). Note that we project the storage’s 𝑐𝑡𝑠
(which is not stored) as 0 (line 7), to guarantee that we order the
stable rows after any other present in the cache. Additionally, we
also project false as the 𝑑𝑒𝑙𝑒𝑡𝑒𝑑 field in the storage (line 7), since
we guarantee that deleted tuples are not persisted past the cache
(Section 2.4.1). Next, since multiple past versions of the same row
can be returned, we must select only the most recent one. To do
so, we sort the rows by key and timestamp – prioritizing the trans-
action’s writes – by performing a ranking window function (lines
3, 4) and selecting only the most recent version for each key, i.e.,
ranking of 1 (line 21). Finally, we filter out deleted rows (line 23).

Figure 5 illustrates the snapshot computation with an example.
Briefly, the transaction’s snapshot only contains rows ⟨𝑘1, 𝑣100⟩,
⟨𝑘2, 𝑣20⟩ and ⟨𝑘4, 𝑣4⟩. The remaining rows were either replaced
by newer versions (⟨𝑘1, 𝑣1⟩,⟨𝑘2, 𝑣2⟩,⟨𝑘3, 𝑣3⟩), were committed after
transaction 4 started (⟨𝑘2, 𝑣2000⟩), or were deleted (⟨𝑘3,⊥⟩).

Describing the snapshot reconstruction as a view has interesting
consequences: First, when used in a complex query, the optimizer
has the ability to translate it to different physical plans (Section 4.2).
This admits the possibility that filters are pushed down below snap-
shot reconstruction and that the join operations used there are in
fact re-ordered with other joins in the query. This can be partic-
ularly useful in the face of parallelism or vectorization. Second,
there is also ample possibility of intervention, by an administrator,
to configure indexes appropriate for each application scenario, or
even switch to different view implementations.

Txn
txid status sts cts
1 T 1 2
2 T 2 3
3 T 2 4
4 R 4
5 T 4 5

Table1(view)
k v
k1 v100
k2 v20
k4 v4

Table1_Cache
k v deleted txid
k1 v100 false 4
k2 v20 false 2
k2 v2000 false 5
k3 ⊥ true 3

Table1_Storage
k v
k1 v1
k2 v2
k3 v3
k4 v4

Figure 5: Example of the resulting snapshot of 𝑇𝑎𝑏𝑙𝑒1 for

transaction 4. ⟨𝑘1, 𝑣1⟩ is replaced by the transaction’s temporary
write ⟨𝑘1, 𝑣100⟩; ⟨𝑘2, 𝑣2⟩ is replaced by the committed tuple ⟨𝑘2, 𝑣20⟩;
⟨𝑘2, 𝑣2000⟩ was committed after transaction 4 started; ⟨𝑘3, 𝑣3⟩ is replaced
by the committed ⟨𝑘3,⊥⟩; ⟨𝑘3,⊥⟩ is flagged as deleted.

One thing to note is that the code in Listing 1 is not the only way
to compute the snapshot. Alternatives include: performing a left
anti-join to filter the storage values with the cache; combining both
tables with a full join instead of a union; usingDistinct On instead
of the window function; and so on. In practice, different snapshot
reconstruction code can generate different plans. This is a key
advantage of our solution, as we found that between multiple plans,
one was optimal for transactional workloads while another was
optimal for analytical ones (Section 3.2). For example, the snapshot
in Listing 1 is not optimal for queries that retrieve large amounts
of data as it requires computing a ranking window function over
the returned rows. We can thus select the best query for each case.

2.3.3 Handling writes. Insert, Update, and Delete statements
in TiQuE must be rewritten to modify data according to its encod-
ing of transactional metadata. All these statements will thus be
translated into Inserts on the cache tables, to be later validated
and committed. Figure 4 4○ shows an example where an Update to
Table1, to concatenate “.2” to 𝑣 of the row with 𝑘 = “𝑘1”, is instead
translated as an Insert to Table1_Cache of ⟨𝑘1, 𝑣1.2, 𝑓 𝑎𝑙𝑠𝑒, 12⟩.

Listing 2 presents an example of an Update rule (PostgreSQL’s
syntax) on𝑇𝑎𝑏𝑙𝑒1 of Figure 3, where MY_TXID is the session variable
that contains the transaction’s identifier. In detail, we capture an
Update to the view Table1 (line 3) and redirect it as new Insert(s)
to the respective cache, Table1_Cache (lines 6, 7). If the same trans-
action attempts to update the same row twice, we update the one
previously inserted by it (lines 10, 11). Insert and Delete follow a
similar implementation, with the only difference being that Delete
inserts rows with the deleted flag set to true.

The flexibility of TiQuE, which enables slightly different imple-
mentations for each transaction, allows the option of buffering
writes in the client just until the commit operation (Section 3.2.3),
reducing round-trips. This precludes that a transaction reads its
own writes but is admissible as many transactional applications
do not in fact try to do it as they proceed in two separate steps:
first, reading from existing data and then performing the updates.
This is the case, for instance, in TPC-C [88]. This technique is also
employed by data stores such as Spanner [49].
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Listing 2: Definition of a rule over Updates (PostgreSQL).

1 CREATE RULE "update_rule" AS
2 -- capture updates to view 'Table1' ...
3 ON UPDATE TO Table1
4 DO INSTEAD
5 -- ... and perform new inserts to 'Table1_Cache'
6 INSERT INTO Table1_Cache
7 VALUES (NEW.k, NEW.v, FALSE, MY_TXID)
8 -- replace previous inserts/updates/deletes
9 -- performed by this transaction
10 ON CONFLICT (k, txid)
11 DO UPDATE SET v = EXCLUDED.v, deleted = FALSE;

Listing 3: Transaction validation for Table1.

1 SELECT EXISTS( -- returns 'true' if there are conflicts
2 SELECT 1
3 FROM ( -- select the transaction's write-set
4 SELECT k
5 FROM Table1_Cache
6 WHERE txid = MY_TXID
7 ) WS
8 -- join by primary key to find potential conflicts
9 JOIN Table1_Cache C ON C.k = WS.k
10 -- get the metadata of the potential conflicts
11 JOIN Txn ON Txn.txid = C.txid
12 -- it's a conflict if it ended during this txn's runtime
13 WHERE Txn.cts > MY_STS and Txn.cts < MY_CTS
14 -- and committed or currently committing
15 AND (Txn.status = 'T' OR Txn.status = 'C')
16 );

2.3.4 Certification and commit. Our Commit procedure can be
divided into three main steps: obtaining the commit timestamp; per-
forming write-set certification, in which the transaction’s writes are
compared against all non-stable data committed after it started; and
durable confirmation of the transaction as committed or aborted.

The first step uses a monotonically increasing counter to assign
a commit timestamp (𝑐𝑡𝑠), stored in the transaction’s record on the
𝑇𝑥𝑛 table (Figure 4 5○, 6○). Note that we use two separate sequences
to generate the commit and starting timestamps. Although a single
onewould suffice for correction, it would block starting transactions
while another is committing, to prevent reads of uncommitted data.

In the second, certification, we validate that a transaction 𝑇 can
commit if there were no write-write conflicts with concurrent trans-
actions (Figure 4 7○). In this case, it means not having a new version
of some key in the write-set that was committed after 𝑇 started –
i.e., with a 𝑐𝑡𝑠 greater than its 𝑠𝑡𝑠 . Given that we store all data and
metadata using relations, the conflict detection algorithm is also
computed using SQL code. Using 𝑇𝑎𝑏𝑙𝑒1 of Figure 3, the existence
of conflicts can be computed with a join between 𝑇 ’s write-set and
the previously committed/currently committing data, as exempli-
fied in Listing 3, where MY_TXID, MY_CTS, and MY_STS are session
variables referring to 𝑇 ’s identifier, 𝑐𝑡𝑠 , and 𝑠𝑡𝑠 , respectively. In
detail, we determine𝑇 ’s write-set (lines 3-7), find potential conflicts
by joining by primary key (line 9), determine the potential conflicts’
metadata (line 11), and select only the data of the transactions that
ended during the runtime of 𝑇 (line 13) and either committed or
are committing (line 15). If the certification step for some table
returned any conflicts, we consider 𝑇 as aborted. If not, we repeat
the process for the other tables. If no conflicts are found for any
table, we consider 𝑇 as valid.

Note that by formulating the certification step as a SQL query,
it becomes eligible for optimization. For instance, in a distributed-
parallel system where data are partitioned by the application key
column, 𝑘 , execution of this step should naturally be executed in
parallel. Also note that the storage tables are not used in the certifi-
cation step, as data there is stable and therefore is guaranteed to be
committed after the transaction started, improving performance.

For the third and final step – i.e., mark the transaction as com-
mitted or aborted – we only need to set its status in Txn as “𝑇 ”
or “𝐴”, respectively (Figure 4 8○). As this is an atomic operation,
transactions in TiQuE are therefore also atomic. The current 𝑠𝑡𝑠
needs to be updated to make the newly committed data visible in
the snapshot of future transactions. As multiple transactions can
commit concurrently, we must ensure that 𝑠𝑡𝑠 advances monoton-
ically and only after all transactions with 𝑐𝑡𝑠 ≤ 𝑠𝑡𝑠 have finished.
To do this, a transaction𝑇 simply needs to wait until 𝑠𝑡𝑠 = 𝑐𝑡𝑠𝑇 − 1
and then setting 𝑠𝑡𝑠 to 𝑐𝑡𝑠𝑇 (Figure 4 9○). Since this can cause trans-
actions with long write-sets to delay other concurrent transactions,
one alternative would be to decouple the commit ordering from
the commit timestamp. However, we consider here only a single
timestamp to more easily describe our solution.

The flexibility of TiQuE also allows mitigating the possibility of
starvation due to long-running read-write transactions and the first-
committer-wins rule [71] with the option of assigning transactions
a priority flag: on a failed certification, instead of marking the
transaction as aborted, we refresh its starting timestamp and re-
execute it. Assuming that the key-set remains the same between
tries, the long-running transaction aborts, at most, once. We explore
this possibility in Section 4.3.4.

2.4 Checkpointing and recovery

2.4.1 Checkpointing. As TiQuE relies on storing multiple versions
of the same row, we employ a periodic checkpointing mechanism
that 1) moves the stable cache data to the storage and 2) removes
obsolete rows. This prevents large data storage overheads and keeps
the cache tables relatively small.

Stable data refers to the rows which have 𝑐𝑡𝑠 ≤ 𝜆, where 𝜆 is the
minimum 𝑠𝑡𝑠 of the set of running transactions, or the database’s
current 𝑠𝑡𝑠 if none is running, meaning they are included in the
history of every current and future transaction. When flushing the
stable cache data to the storage, we simply overwrite old versions,
as they are now obsolete. Likewise, we only flush the most recent
version of each stable row to the storage, as the others are not
readable anymore. If the most recent version of a row was marked
as deleted, we also do not flush it to the storage, in addition to
deleting the storage version (if present). After flushing, we delete
the stable rows from the cache. In addition to the cache tables, the
stable timestamp is also used to clean up the Txn metadata table.

Checkpointing does not require atomicity, therefore, we can
flush one row at a time and still ensure consistent snapshots. The
reason for this is that data being flushed will always be read first
from the cache, replacing storage versions currently being modi-
fied, thus precluding concurrency issues. Likewise, deleting stable
cache data does not require atomicity, as long as we delete them by
ascending 𝑐𝑡𝑠 order (another alternative is to first delete the older
versions from the cache tables and then delete the most recent
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ones). Although we can end up with a snapshot that contains, for
the same transaction, half of the data retrieved from the storage
and half retrieved from the cache, it will always contain completed
transactions – as stable cache data being deleted is guaranteed to
be persisted in the storage – and the view will prevent duplicate
versions. This property is important since it means that the check-
pointing operation has minimal impact on foreground load, as it
does not require blocking running transactions.

2.4.2 Recovery. The recovery process procedure runs upon restart
and relies on Txn table, working as follows: The first thing we do
is set the running (𝑠𝑡𝑎𝑡𝑢𝑠 = “𝑅”) and committing (𝑠𝑡𝑎𝑡𝑢𝑠 = “𝐶”)
transactions as aborted. Although committing transactions could
be salvaged, this simplifies the recovery and ensures the client that
their uncommitted transactions always abort in case of a crash;
Then, we set the 𝑠𝑡𝑠 value to the last committed 𝑐𝑡𝑠 . This ensures
that the committed transactions that were waiting to advance the
𝑠𝑡𝑠 are visible in the snapshot (to handle crashes between 8○ and 9○
of Figure 4); Finally, we also set the current 𝑐𝑡𝑠 to the last committed
𝑐𝑡𝑠 . This ensures that future transactions are able to advance, as
they must wait for the previous 𝑐𝑡𝑠 to be visible in 𝑇𝑥𝑛 in order to
proceed (to handle crashes between 5○ and 6○ of Figure 4).

2.5 Correctness argument

We argue that multi-row transactional execution under Snapshot
Isolation can be correctly ensured with two simple guarantees: 1)
atomic single-row writes respecting total order and 2) non-corrupt
single-row reads. Next, we provide the reasoning behind this as-
sumption, which is backed up by empirical testing in Section 4.1.

Atomic multi-row transactions in TiQuE mimic the ones found
in data stores usingwrite-ahead logging (WAL) [81]: writes, together
with the respective identifier, are added to append-only mediums
(Cache tables), while the transaction commit (or abort) is marked
at the end with another write (Txn table). As the commit marker is
a single row with the identifier, status, and timestamps, its write is
atomic according to 1), thus the transaction is by consequence also
atomic. Just likeWAL, data from transactions without the respective
commit marker are not recovered after a crash (Section 2.4.2).

Snapshot Isolation requires a transaction 𝑇𝑖 to be able to read
the most recent committed data if and only if it belongs to a trans-
action 𝑇𝑗 (𝑇𝑖 ≠ 𝑇𝑗 ) committed before 𝑇𝑖 started. TiQuE ensures this
by assigning transactions monotonically increasing start (𝑠𝑡𝑠) and
commit timestamps (𝑐𝑡𝑠). When some 𝑇𝑗 finishes, the current 𝑠𝑡𝑠
is incremented – with total order guarantees – to include 𝑇𝑗 .𝑐𝑡𝑠
(Section 2.3.4). When 𝑇𝑖 starts, the 𝑇𝑖 .𝑠𝑡𝑠 provided is thus guaran-
teed to include only data committed before that time (Listing 1, l.
17). This also avoids non-repeatable reads, as future commits are
not included. Likewise, dirty reads are also ignored, as data from a
non-committed𝑇𝑗 are filtered out by not having the commit marker
(Listing 1, l. 15). As for the most recent data requirement, this is
ensured by sorting the readable versions and selecting the first one
(Listing 1, l. 3, 4, 21), which also precludes primary key constraint
violations. These points rely on the ability to read uncorrupted data
from the Cache, Storage, and Txn tables, which is guaranteed by 2).

Finally, Snapshot Isolation states that 𝑇𝑖 can commit if and only
if there is no other𝑇𝑗 committed in𝑇𝑖 ’s interval and wrote data that
𝑇𝑖 also wrote. This is ensured by intersecting𝑇𝑖 ’s key-set (Listing 3,

Listing 4: Changesmade to the reads andwrites in application

code running under MonetDB with TiQuE (Python syntax).

1 # database schema
2 schema = { ... }
3 # dynamic snapshot generation
4 snapshot = lambda tablename, sts: f""" (
5 SELECT {columns(tablename, join=',')} -- e.g., k, v
6 FROM ... ) as {tablename}_snapshot """
7 # reads (SELECT * FROM Table1 WHERE k <= 10)
8 cursor.execute(f"""SELECT *
9 FROM {snapshot('Table1', sts)} WHERE k <= 10""")
10 # writes (UPDATE Table1 SET v = v+1 WHERE k <= 10)
11 cursor.execute(f"""
12 INSERT INTO Table1_Cache SELECT k, v + 1, false, {cts}
13 FROM {snapshot('Table1', sts)} WHERE k <= 10""")

l. 3-9) with data whose 𝑐𝑡𝑠 ≤ 𝑇𝑖 .𝑠𝑡𝑠 (Listing 3, l. 13) while ignoring
data committing after 𝑇𝑖 .𝑐𝑡𝑠 , which conforms with the Snapshot
Isolation’s first-committer-wins rule.

3 IMPLEMENTATION

We implement TiQuE on MonetDB, which focuses on analytical
performance by employing a column-based storage architecture
and vectorized execution, among other design decisions [65].

3.1 Meeting requirements

3.1.1 Views, rules, and session variables. The implementation of
TiQuE in MonetDB is complicated by not having support for session
variables or rules. To work around this, we implement reads by
dynamically building the SQL queries with the identifier injected
into them. As for writes, we also manually convert them into new
inserts to the respective cache tables. Listing 4 shows an example
of the modifications we perform for the reads and writes.

3.1.2 Avoiding Update. As MonetDB does not support Updates on
the same columnwithout triggering concurrency-induced rollbacks,
using a single Txn table and performing successiveUpdateswas not
viable. Therefore, we split this table into one for each transaction
status (began, committing, committed, and aborted). This way, we
only rely on the Insert statement, which does not trigger conflicts.

3.1.3 Sequences. As the snapshot must advance sequentially, a
transaction needs to wait for the current 𝑠𝑡𝑠 to be equal to its 𝑐𝑡𝑠−1.
Our initial implementation simply relied on a MonetDB sequence
and actively waiting for the current 𝑠𝑡𝑠 to match 𝑐𝑡𝑠 − 1, which
meant successively querying the database. As expected, the active
wait, combined with the successive Selects, would lower scalabil-
ity. Our current solution addresses this by relying on MonetDB’s
powerful user defined functions [10] – in C – to generate sequences
and waiting using pthread conditions.

3.1.4 Unlogged tables. As most metadata (apart from the transac-
tion identifier and the commit timestamp) are not required after
the transactions that depend on them finish, we can rely on fast,
in-memory tables to store them. Given that MonetDB’s temporary
tables are constrained to the session they were created, we imple-
mented unlogged tables that offer the same functionality as regular
tables but without flushing to disk, meaning data is not persisted
on server restarts but write performance is greatly increased.
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3.1.5 Begin and Commit. As MonetDB, much like other systems
such as PostgreSQL, executes stored functions in a transactional
block, we had to rely on application code to implement the Com-
mit procedure, as otherwise we would not be able to read the
most recent Txn data while committing, which is critical for TiQuE.
Nonetheless, even if we had non-transactional procedures, we still
need to call begin() and commit() explicitly in the application
code, which is not ideal. Again, just like with reads and writes, this
can be avoided with a driver-level implementation.

3.2 Performance tuning

Finally, we consider tuning the combined application and TiQuE
workload. This is a key advantage of our proposal, as it allows data-
base system developers and administrators to tune the performance
of the transactional layer using common techniques and tools. To
make it a fairer comparison, native MonetDB also relies on the
optimizations described in Sections 3.2.1, 3.2.3, and 3.2.5.

3.2.1 Optimizer pipeline. The first thing we noticed was the fact
that our snapshot computation was considerably slower than the
native Select. Although we expect some overhead, our solution
was more than 10× slower than the baseline. We narrowed the
problem down to the Union All operator, as performing it with
two simple Selects resulted inmore than 9× the response time than
running a simple Select on its own. The cause was the considerably
large plans generated for queries with a Union All operator. After
testing various MonetDB optimizer pipelines [9], we found that the
minimal_fast yields the best results, making the Union All just
1.5× slower than the single Select.

3.2.2 OLTP and OLAP snapshots. We found the snapshot code in
Listing 1 to be the best alternative for transactional queries, i.e.,
queries that often retrieve only one or a few rows. However, using it
with analytical queries would not produce a good plan, even leading
to out-of-memory crashes. For those queries, we take advantage of
the possibility to use different formulations for the same query and
use a snapshot that separately processes each table and combines
the results, avoiding full-relation sorts.

3.2.3 Buffered writes. We also buffer a transaction’s writes in the
client and, at commit time, send them to the database to be applied.
This allows multiple writes in the same TiQuE transaction to be
flushed to disk simultaneously, which would otherwise not be pos-
sible as we rely on the auto-committed mode and cannot control
the flush manually. The downside is that a transaction is not able
to read the effect of its temporary writes. However, that is often
not needed, as is the case with TPC-C, thus, this is often done in
transactional systems [49].

3.2.4 Materialized write-set relation. To improve performance, we
use only a single in-memory relation to certify transactions, named
Write_Sets. This relation is comprised of two columns, one contain-
ing the transaction identifier and another containing the respective
table name (shortened) and primary key hashed as a single col-
umn (e.g., for an update to the TPC-C’s Order_line table, we might
have ⟨12, ℎ𝑎𝑠ℎ(𝑂𝐿.4.2.1234)⟩). While hashing reduces the cost of
conflict detection, it can lead to false conflicts, albeit with an incred-
ibly small probability with a good hash function as there are 264

combinations. Instead of inserting the write-set in the respective
cache tables, we first insert the write-set keys into theWrite_Sets
table, which is considerably faster. Now, as the entire write-set is
contained in a single table, we only need to perform the query in
Listing 3 for a single table, ensuring a faster certification.

3.2.5 Multi-column indexes. Next, still in the context of the read
performance, we found that filtering data by multiple primary key
columns was more expensive than filtering by just one. Although
MonetDB supports multi-column indexes, they are not quite op-
timized for multiple, low-cardinality columns. It so happens that
most TPC-C data are partitioned by warehouse and district, which
are repeated numerous times. While a future update might improve
this, for now, we rely on extra columns that contain the concate-
nation of the primary-key columns of their respective tables. This
reduces response time but incurs a larger storage overhead.

4 EVALUATION

We evaluate TiQuE qualitatively, by testing that it correctly en-
forces Snapshot Isolation and that it indeed takes advantage of
different execution plans in different settings. We then evaluate it
quantitatively by measuring its performance when compared to
baseline, OLAP-first MonetDB, general-purpose PostgreSQL, and
state-of-the-art HTAP SingleStore and TiDB.

4.1 Correctness evaluation

We validate the correction of TiQuE’s Snapshot Isolation by using
the Elle transactional consistency checker [2, 33], developed and
used by Jepsen in their database analyses [6]. Elle generates a work-
load with read and write operations on a key-value schema, where
the values are lists that receive successive appends. This type of
workload makes each key contain its entire update history, allowing
Elle the strongest inference rules. We then execute the workload
against TiQuE running over MonetDB, with auto-commit enabled
to not rely on MonetDB’s own isolation. Finally, the transactions’
results (reads and commit/abort outcome) are tagged with the wall
clock time and fed back to Elle, which performs inference analysis.

After several executions of 100k transactions and 8 clients, Elle
always returned {:valid? true}, meaning TiQuE passed the Snap-
shot Isolation consistency checks. Elle did report G2-item anom-
alies [28], also known as write-skews on disjoint read, but these
are expected, as Snapshot Isolation does not preclude them [39]. To
test the checker, if we do not use the transaction’s 𝑠𝑡𝑠 for reading
but instead rely on the most recent one, it returns the anomalies G0,
G1c, G-nonadjacent, and G-single, all not allowed by Snapshot
Isolation. Likewise, if we remove conflict detection and instead
commit all transactions, it also fails.

4.2 Execution plans

A key aspect of TiQuE, that demonstrates its usefulness beyond
simply being easier to develop or deploy, is the possibility of the
query planner optimizing the snapshot computation based on the
context it is used on. For instance, as OLTP workloads often rely
on reads of just one or a few rows, being able to push the filter(s)
used to the source tables reduces the amount of data materialized
and exploits underlying mechanisms such as indexes.
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Figure 6: Demonstration of how the logical snapshot plan is

optimized based on the query and data involved in MonetDB.

Based on the snapshot of Listing 1 and schema of Figure 3. The Cache join
with Txn is omitted to simplify the plans. 𝑑 is the deleted column, 𝑐 is the
cts column, and 𝑠𝑡𝑠 is the transaction’s start timestamp.

Figure 6a sketches the logical, relational algebra [45] plan based
on the snapshot computation of Listing 1 using the buffered write-
set optimization, meaning the Cache does not store temporary data.
To filter the snapshot by 𝑘 = 1, a naive implementation would
simply apply the selection after the entire snapshot is computed,
leading to the materialization of both tables. Instead, MonetDB
optimizes the query and pushes 𝑘 = 1 directly to both source tables,
as displayed by the plan in Figure 6b. In detail, 𝑘 = 1 is pushed down
before the projection in the Storage and appended to the existing
selection in the Cache. This means that, considering 𝑘 is unique,
the result of the union will end up materializing, at most, two rows,
which also reduces the complexity of the window ranking function.

MonetDB also supports a cost-based optimization model to im-
prove its query planning. This means that it is able to, for example,
completely prune a branch that is expected to not return any data.
This is particularly desirable for TiQuE as it allows to remove the
Cache table from the plan if it does not contain any rows, as illus-
trated in Figure 6c. A future improvement could further remove
the extra (unnecessary) computation done over the Storage table,
resulting in the same performance as the native read in this case.

4.3 Performance

In this section, we compare the transactional and analytical per-
formance of MonetDB with TiQuE against native MonetDB, Post-
greSQL,2 SingleStore,3 and TiDB.4 With native MonetDB, we will
evaluate the effective overhead and performance gain of imple-
menting transactions with the query engine. With PostgreSQL 14,
we will evaluate how TiQuE in an OLAP-first database stacks up
against a traditional row-based, OLTP-first database, in both trans-
actional and analytical workloads. We chose PostgreSQL because
it offers not only fast transactional performance, but is also able
to parallelize scans, aggregations, sorts, and even joins [16]. This
makes it a fairer comparison for analytical workloads compared to

2In PostgreSQL we use Repeatable Read, which is Snapshot Isolation in practice [15].
3SingleStore only supports the Read Committed isolation level [26]
4In TiDB we use Repeatable Read, which is also Snapshot Isolation [25].

using traditional database systems with limited or no parallelism,
such as MySQL 8. Finally, we use SingleStore 8.0.4 and TiDB 6.5.0
to evaluate how TiQuE compares to state-of-the-art HTAP sys-
tems. While TiDB ensures HTAP by keeping two copies of the data,
asynchronously replicating from the row store to the column store,
SingleStore uses a column store as the main storage and in-memory
row storage for recently modified data.

We manually optimized all systems independently for transac-
tional (TPC-C) and analytical (CH-benCHmark) workloads accord-
ing to best practices, such as creating indexes or optimizing system
parameters.5 One particular parameter optimization worth point-
ing out is that we changed TiDB’s default execution mode from
pessimistic to optimistic, as we found that the latter would achieve
higher transactional throughput (around 9%) in low-contention [24].
We also converted, in all systems, the floats to decimals, i.e., from
floating point to fixed precision. The reason is that MonetDB does
not parallelize aggregations with floating points, as computations
in different orders – inherent from parallel executions – can return
different results. In contrast, both TiDB and SingleStore parallelize
numerical computations independently of the underlying precision.

The transactional (Section 4.3.1), analytical (Section 4.3.2), and
long-running tests (Section 4.3.4) use a Google Cloud instance with
32 vCPUs (N1 Series), 32 GB RAM (with swap enabled), and 500
GB SSD. For the HTAP tests (Section 4.3.3) we also consider an
instance with extra memory (128 GB). All tests run over a TPC-C
dataset of 512 warehouses, which ensures the database does not fit
entirely into the memory of the 32 GB RAM instance.

4.3.1 Transactional workloads. We use the TPC-C workload [88]
to evaluate the overall transactional performance, namely, the
py-tpcc implementation.6 We run different numbers of clients
against each system, each with a duration of one minute. Each
client can access any warehouse, executing a transaction as soon
as the previous one finishes. We populate the database once at the
start, after which we execute a warmup run. Figures 7a and 7b show
the obtained throughput and abort rate, respectively.

Comparing first MonetDB with and without TiQuE shows the
advantages of using an efficient transactional manager. In terms
of throughput (Figure 7a), MonetDB with TiQuE reaches close to
1000× than the version without (average of 527×). As row-level
granularity is provided, TiQuE avoids false conflicts, leading to
more useful work being performed. On the other hand, the native
MonetDB’s abort rate is already at 49%with just 2 clients (Figure 7b).

Despite being the main limitation, false conflicts are not the only
one. MonetDB relies on auxiliary structures for fast performance,
such as hashes, that might be recomputed if there are modifications
to the table. AlthoughMonetDB reuses these hashes on a best-effort
basis (meaning a single write should not require its recalculation),
they might need to be recomputed, and the larger the table, the
more expensive the recomputations. This is not an issue for TiQuE,
as it redirects writes to the cache tables which are kept relatively
smaller, and writes to the storage tables are periodic. This is why
TiQuE with a single client ends up beating native MonetDB.7

5All configurations and their justifications are included in the companion artifact.
6https://github.com/apavlo/py-tpcc
7This only happens with relatively large datasets. With a smaller one (e.g., 1 warehouse
instead of 512) native MonetDB’s throughput beats TiQuE’s when using one client.
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Figure 7: Performance comparison of TiQuE in a transac-

tional workload (TPC-C).

As for PostgreSQL, its throughput is on average 1.6× higher
than MonetDB with TiQuE (up to 2.7×). One of the main reasons
is that row storage outperforms column storage for simple reads
and writes [48]. We empirically found that MonetDB’s point reads
and writes are more than 300% and 50% slower than PostgreSQL’s,
respectively. However, TiQuE managed to considerably reduce the
difference in throughput between PostgreSQL and MonetDB, so we
see this as truly positive results.

Another positive result is that TiQuE manages to be competi-
tive in transactional workloads with SingleStore and TiDB HTAP
systems, even surpassing them. As these are distributed-first sys-
tems (although using single-node deployments) with emphasis on
scalability, it is expected some performance loss when compared to
TiQuE with a single-node data store such as MonetDB.

The second set of tests evaluates TiQuE under variable con-
tention. Variable contention with the TPC-C workload is done by
restricting the number of warehouses that can be accessed. The
results, plotted in Figure 8, start with all the warehouses available
(512) and exponentially limit the number to just one. The number
of clients is fixed at 32. To keep all data being used, 1% of the trans-
actions are redirected to any warehouse. We evaluate both TiDB
with the optimistic (TiDB-O) and pessimistic (TiDB-P) modes.

The throughput data in Figure 8a shows that contention increase
in TiQuE is indirectly correlated with performance, due to the
higher abort rate (Figure 8b), with the drop in performance be-
coming significant after 16 available warehouses (or after an abort
probability of 1

3 ). TiQuE and TiDB-Optimistic show similar results,
as both execute transactions optimistically, meaning more work is
wasted with more collisions. TiDB-Pessimistic, on the other hand,
relies on locking, which results in faster performance in high con-
tention. In this mode, TiDB first waits for the lock to be released
and then advances, thus only rollbacking on primary key violations.
Likewise, PostgreSQL also relies on locking for writes, but instead
of waiting and advancing after the lock is released, it waits and
aborts the transaction if the original lock holder succeeds. Single-
Store, which only provides the Read Committed isolation level,
takes longer to be affected by the high collision probability. Na-
tive MonetDB maintains the same performance throughout, as its
conflict detection is column-based.
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Figure 8: Performance comparison of TiQuE in a workload

with variable contention (TPC-C with 32 clients). The x-axis
dictates the range of warehouses that can be used by 99% of the transactions.

4.3.2 Analytical workloads. We now evaluate the performance of
TiQuE in analytical workloads, namely with CH-benCHmark [47],
which performs queries similar to TPC-H over TPC-C data. We
run each query individually five times, sequentially, averaging the
response time. The database is populated once at the beginning,
and an OLTP run is executed to fill TiQuE’s cache tables. Figure 9a
displays the total average response time and Figure 9b the average
response time for each query.

Starting again by comparing both MonetDB versions, we see
that they display similar response times. Overall, TiQuE on Mon-
etDB increases response time by around 20%. Even though TiQuE’s
snapshot computation requires joining more tables and filtering
by timestamp, MonetDB is able to optimize them well enough.
This shows the viability of TiQuE, which is able to significantly
increase transactional performance with little impact on analytical
workloads, proving our initial thesis.

SingleStore and TiDB, both column stores, also report similar
results to TiQuE and MonetDB. Overall, TiQuE is 8% slower than
TiDB and 16% faster than SingleStore, demonstrating TiQuE is also
competitive with HTAP systems in analytical workloads.

PostgreSQL is, on the other hand, noticeably slower than the
columnar systems, being on average, 6× slower than TiQuE. Al-
though it is also able to exploit parallelism, it will be bounded by
data transfers between disk, memory, and CPU cache. The column
store engines, on the other hand, will retrieve considerably less
data, since they can exploit the fact that most queries will only
need a small subset of a table’s columns at a time. Furthermore,
in MonetDB specifically, the columnar representation is not only
applied to the storage layer but also to the in-memory represen-
tation, by using memory-mapped files. As data is represented by
consecutive C arrays of compressed primitive values, MonetDB
also maximizes data cache locality. This representation is also used
to exploit vectorization features offered by most CPUs, further
improving performance [65].

4.3.3 Hybrid workloads. Figure 1 plots the analytical response time
against the best transactional throughput of each system, according
to the results of Sections 4.3.2 and 4.3.1, respectively. We conclude
that, with both workloads running separately, TiQuE achieves a
balanced tradeoff between transactional throughput and analytical
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Figure 9: Performance comparison of TiQuE in an analytical workload (CH-benCHmark).

response time, consistent with HTAP systems, while PostgreSQL
and native MonetDB only excel at OLTP or OLAP, respectively.

The next experiments evaluate TiQuE with concurrent OLTP
and OLAP workloads. In theory, TiQuE’s design should make the
transactional throughput behave the same, while the response time
of analytical workloads should slightly increase due to the snapshot
having to join more data. To measure this, we perform two types
of tests. The first one runs 6 fixed OLTP clients against a variable
number of OLAP clients – 0 to 6 – measuring the impact of analyti-
cal load on OLTP (3 minutes for each test). Each analytical client is
fixed to use at most 4 threads, meaning, at most, the system uses 30
of 32 threads (6 OLTP and 24 OLAP), avoiding CPU contention. The
second runs 6 fixed OLAP clients with 0 to 6 OLTP ones, measuring
the impact of transactional load on OLAP (the test ends when the
22 analytical queries have been executed). We use the 128GB RAM
instance for these tests, as this was found to be a limiting factor for
all systems with additional concurrency.

In Figure 10a, we observe that TiQuE’s OLTP throughput suffers
a relatively small decrease. Although the workloads do not contend
for either computation or memory, they still have to share the L3
cache, which is small (45MB) compared to the amounts of data be-
ing processed. Additionally, internal locking in MonetDB to ensure
data consistency also plays a part in the overall performance. Post-
greSQL, on the other hand, takes a hit of 50% in throughput with the
addition of one background analytical worker, descending to around
28% of the original throughput with the 6 OLAP clients. After 2
OLAP clients, PostgreSQL’s OLTP throughput ends up matching
TiQuE’s. Conversely, native MonetDB’s throughput stays close
to zero throughout the test, due to its aforementioned challenges
when dealing with transactional workloads. Both SingleStore and
TiDB behave similarly to each other, slowly decreasing operational
throughput with each new analytical background worker.

The second test (Figure 10b) shows that TiQuE’s OLAP perfor-
mance remains mostly constant with the increasing OLTP load,
with a minor increase in response time. Native MonetDB, although
starting with a faster execution than TiQuE, converges with it after
3 OLTP clients, as frequent direct updates on the base tables start
to impact analytical execution. PostgreSQL’s OLAP response time,
which is significantly higher, slowly increases with the growing
background transactional load. SingleStore and TiDB evolve com-
paratively with TiQuE, with TiDB starting slightly faster, which is
in accordance with the analytical results of Figure 9.

0

100

200

300

400

500

600

0 1 2 3 4 5 6

O
LT

P 
Th

ro
ug

hp
ut

 (t
x/

s)

OLAP Clients

PostgreSQL
MonetDB
MDB+TiQuE
SingleStore
TiDB

(a) OLAP on OLTP

0

100

200

300

400

500

600

0 1 2 3 4 5 6O
LA

P 
To

ta
l R

es
po

ns
e 

Ti
m

e 
(s

)

OLTP Clients

PostgreSQL
MonetDB
MDB+TiQuE
SingleStore
TiDB

(b) OLTP on OLAP

Figure 10: Impact of background OLAP load on OLTP and

background OLTP load on OLAP, using 128 GB of memory

(TPC-C and CH-benCHmark). a) and b) run with 6 fixed OLTP and
OLAP clients, respectively.

Both tests in Figure 10 let us conclude that, with sufficient hard-
ware resources, OLTP and OLAP workloads in TiQuE have rela-
tively little impact on each other’s performance. With enough load,
TiQuE ends up surpassing native MonetDB and PostgreSQL in both
workloads, proving to be a good option in HTAP.

To summarize, we execute a test where we scale both workloads
concurrently, using 1, 2, 4, 8, and 16 OLTP and OLAP clients (128
GB RAM). We set the number of analytical threads to 1, effectively
splitting in half the available CPU resources.8 Each number of
clients runs until all 22 OLAP queries have been completed.

The results in Figure 11, which plot the OLTP throughput based
on the total OLAP response time, show that TiQuE is able to scale
both workloads executing concurrently, competitive with HTAP
systems. PostgreSQL, on the other hand, displays an overall faster
transactional throughput but its analytical performance stagnates
and significantly declines after 8 clients. MonetDB exhibits an over-
all good analytical response time but a low transactional through-
put. At the maximum load, TiQuE is 7.8× faster than PostgreSQL at
OLAP, even surpassing native MonetDB’s analytical performance,
while being only 1.16× slower than PostgreSQL at OLTP.

8TiDB with 1 thread aborts analytical query 16 halfway through its execution, due to
a data transfer limit (see https://github.com/pingcap/tiflash/issues/3436).
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Figure 11: Performance comparison of TiQuE in HTAP (TPC-

C and CH-benCHmark). Each test starts with 1 OLTP and 1 OLAP
clients (Low) and ends with 16 OLTP and 16 OLAP clients (High).

4.3.4 Long-running read-write transactions. The final set of tests
evaluates the performance of long-running, read-write transac-
tions (e.g., data-cleaning) in the current TiQuE implementation,
which executes optimistically. Since the first committer wins, long-
running transactions can successively rollback due to conflicts with
shorter ones. Our theory is that the priority flag provided by TiQuE
(Section 2.3.4) can mitigate this issue. To do so, we built a simple
benchmark that executes simple read-write transactions (half reads,
half writes) with a variable number of clients (each test runs for
30 seconds; transactions are retried if aborted), on a table with
10k rows. Of the 𝑛 clients scheduled, 𝑛 − 1 execute 10 operations,
while 1 executes 100× that. Figure 12a displays the overall through-
put, while Figure 12b displays the average response time of the
long-running transactions. We also use TiDB for comparison, as it
provides both optimistic (TiDB-O) and pessimistic (TiDB-P) modes.

Without the priority mode enabled on the long-running client, a
long-running transaction in TiQuE, just like with TiDB-optimistic,
takes the entire duration of the benchmark to complete with just one
regular client (Figure 12b), as the conflict probability is quite high.
Conversely, TiQuE’s priority mode causes the long-running trans-
actions to abort, at most, one time, behaving similarly to the TiDB
with locking. However, TiDB is faster, as although a transaction
might need to wait, it never needs to be retried. Although improving
long-running transactions, TiQuE’s priority mode causes a decrease
in the overall throughput (Figure 12a), as now short transactions are
the ones being aborted. As for the native MonetDB, long-running
transactions actually have the same success probability as regular
ones in this workload, given the first writer acquires a column lock.
This explains the irregular throughput and response time.

5 RELATEDWORK

Although transactional isolation has traditionally been a core part
of monolithic database management systems [5, 11, 12, 14, 18, 19],
there are multiple proposals to implement it also as a self-contained
layer on top of NoSQL or as part of layered NewSQL systems. A
key driver of innovation is the ability to support transactions in
mainly analytical or hybrid systems.
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Figure 12: Performance comparison of TiQuE in a simple

operational workload with long-running transactions.

Transactional layers for NoSQL systems. Transactional layers
for NoSQL stores extend the existing interface with transactional
demarcation and use different external custom-built components.
Some exploit the ability of the data store to hold multiple versions
of data items. Omid [41, 58] builds on HBase which natively of-
fers only single-row atomicity [4] and provides Snapshot Isolation
using a separate centralized manager for transaction validation.
HBaseSI [112] and the work by V. Padhye et al. [84] use HBase
tables to order transactions on commit. Likewise, Megastore [38]
adds transactions to Bigtable [44]. Others, such as CloudTPS [107]
and pH1 [46], do not require multi-version storage by managing
versions explicitly. In any case, none of the underlying data stores
provide query execution capabilities and, unlike TiQuE, manip-
ulation of transactional information in these systems is done by
custom hard-coded logic which cannot easily be changed or tuned
to particular workloads.

Distributed SQL and NewSQL. Distributed SQL and NewSQL
systems require distributed transaction management instead of or
in addition to a traditional implementation of transactions within
the buffer management layer. They rely on distributed consen-
sus [73, 83] for totally ordering transactions on commit for deter-
ministic certification [3, 13, 17, 22, 35, 49, 66, 94, 94, 100, 104, 108],
assume that different sites are responsible for updating different
data and then use two-phase commit for atomic commitment [29,
43, 49, 95, 100, 108], or resort to locking the entire read/write-
set [77, 102]. PolyphenyDB [105] extends transactional guarantees
to polystores, i.e., systems comprised of different database manage-
ment systems [97], but uses two-phase locking to handle conflicts
and requires all locks at the start. Moreover, it uses table or partition-
level locks [62]. In sharp contrast to all these proposals, TiQuE does
not require in-depth changes to the engine implementation and our
assumptions can also be met by distributed systems. Early work
has shown that a similar approach is useful for polystores [54].

Transactions for analytical processing. There is a body of
work targeting incremental updates with transactional guarantees
to large datasets, kept, for example, in cloud storage providers.
Percolator [86] provides reliable incremental updates to Bigtable
by implementing Snapshot Isolation with a client library and a
timestamp oracle. DeltaLakes [36] aims at providing incremental
updates to Parquet [106] files. Unlike TiQuE, these systems are
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adequate only for very large granularity updates. The implementa-
tion strategy of TiQuE, of using tables to store multiple versions
of data, also resembles the technique known as Slowly Changing
Dimensions [70]. This is however aimed at storing historical data
for queries over time. It does not do certification and thus does not
provide general-purpose isolation.

HTAP on separate data. Hybrid processing faces the core chal-
lenge of reconciling a row-based or N-ary Storage Model (NSM)
for transactional performance with a columnar or Decomposition
Storage Model (DSM) for analytics [48]. A common approach is
to support also columnar storage in traditional row-based sys-
tems [7, 74, 82, 90]. However, columnar tables often have fewer
features (e.g., Postgres C-Store [82] does not support updates or
deletes). Partition Attributes Across [30] (PAX) aims at the middle
ground between NSM and DSM by storing all fields of a record on
the same page but co-locating fields of the same column together.

HTAP by full replication. The problem can be circumvented by
using separate OLTP and OLAP systems and replicating data among
them using periodic Extract Transform Load (ETL) jobs [89]. As this
comes with the cost of managing two separate systems and manu-
ally handling replication, some solutions manage this architecture
as a whole. For instance, F1 Lightning [109], SAP HANA ATR [75],
and Databus [50] capture data modifications on an OLTP database
and asynchronously send them to OLAP replicas. TiDB [63] repli-
cates data from OLTP to an OLAP format with asynchronous log
replication in the Raft[83] protocol. BatchDB [80] is also similar,
but only stores one version per row in the OLAP database. Octo-
pusDB [52] takes this to the extreme and considers multiple copies
of the data on several layouts, named storage views, and the query
optimizer chooses the optimal one for a specific query. The main
drawback with these systems is that they require full copies of data
and the OLAP mirrors are often considerably staler in relation to
their OLTP counterparts, affecting real-time analytics. Additionally,
it increases the operational costs of managing multiple database
systems. This is however a testament to the difficulty in modifying
an existing storage engine for HTAP, that TiQuE addresses.

HTAP without full replication. Some proposals aim at dy-
namically managing partial copies in the same database system. A
hybrid architecture for operational reporting [93] assumes that past
data are more often read than updated, storing it in a DSM store,
but also stores recent operational data there in row format, for fast
inserts and real-time analytics. HyPer [67] and H2Tap [34] use mem-
ory copy-on-write to maintain transient OLAP snapshots. Oracle
In-Memory [72] keeps a copy of specific tables or table partitions in
a columnar format in-memory, which must be first materialized ei-
ther when the database starts or when the partition is first queried
(configurable). SingleStore [87], L-Store [92], and NoisePage [78]
store recently modified data in a row format and the remaining in
OLAP-optimized columnar format. Other systems change data lay-
out automatically based on the workload. Data Morphing [59] and
HYRISE [57] automatically organize pages similarly to PAX. Pelo-
ton [37, 85] and H2O [32] also move data between formats based on
the past workload. TiQuE has some similarities with these systems,
mainly in the management of data with different ages in different

structures and the ability to optimize young data for transactional
workloads, although without changing the storage engine.

Advanced transactional techniques. As executing large an-
alytical queries concurrently with short, operational transactions
in multi-versioned systems, independently of the storage model,
increases the volume of versions that must be managed, solutions
such as Diva [69], KVell+ [76], Steam[42], and SIRO[68] improve ob-
solete version purging and reduce the version lookup domain, thus
reducing memory requirements and read complexity. Although our
proof-of-concept relies on the keep everything until the oldest trans-
action approach for simplicity, it can also be adapted to support a
finer-grained garbage collection. Finally, there has been substan-
tial work to overcome some limitations imposed by the optimistic
execution model: To mitigate the amount of work wasted when con-
flicts are frequent, solutions such as batching and reordering [51]
and MRVs [53] reduce the abort probability; and solutions such as
TicToc [111] and Silo [103] have also been proposed to avoid the
impact of serial timestamp assignment on optimistic executions
under extreme loads [110].

6 CONCLUSIONS AND FUTUREWORK

Our key hypothesis underlying TiQuE is that transactional opera-
tions such as reconstructing the snapshot and validating conflicts,
in the context of a hybrid workload, are themselves challenging
data processing operations that benefit from an optimizing query
engine. Our results demonstrate this: First, we show that different
queries and execution plans should be chosen for metadata manip-
ulation for different workloads, in sharp contrast to the traditional
approach of hard-coding them in the buffer management layer.
This allows us, for instance, to easily provide a workaround for
the impact of long-lived updated transactions. Second, we improve
transactional performance in MonetDB precisely by exploiting the
ability to use optimized execution plans for the management of
transactional information itself. This allows us to obtain perfor-
mance results in the same order of magnitude as state-of-the-art
HTAP solutions with a fraction of the development effort.

These results open up interesting future possibilities: First, TiQuE
should be applicable to a wider range of distributed data processing
and NewSQL systems, that have limited or no transactional capa-
bilities. This should provide a path to hybrid processing without
the need for profound re-engineering to accommodate transactions.
Second, the resulting flexibility makes it interesting and feasible
to explore the possibility of supporting a wider range of isolation
criteria, ranging from transactional causal consistency [31, 79], to
even serializability [55], by themselves and in combination in the
same system. On the other hand, this vision would benefit from
improved meta-programming capabilities in database systems, such
as views, rules, triggers, and in general, the ability to intercept and
override significant events.
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