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ABSTRACT

Evolving graphs consisting of slices are large and constantly chang-
ing. For example, in Alipay, the graph generates hundreds of mil-
lions of new transaction records every day. Analyzing the graph
within a temporary window is time-consuming due to the heavy
merging of slices. Fortunately, we have discovered that most queries
exhibit consistent patterns and possess monotonic properties. As
a result, transitional results can be computed within slice gener-
ation for reuse. Accordingly, we develop MergeGraph enabling
window-based monotonic graph analytics with reusable transi-
tional results for pattern-consistent queries. MergeGraph has three
advantages over previous works. First, it is the first system specifi-
cally tailored for window-based monotonic graph analytics with
pattern-consistent queries. Second, it effectively utilizes transitional
results from different slices concurrently. Third, MergeGraph boasts
a high degree of expressiveness, supporting a broad spectrum of
monotonic graph queries. Experimental results demonstrate that
MergeGraph delivers significant performance benefits. In evalu-
ating four typical graph applications, MergeGraph achieves an
average speedup of 11.30X compared to state-of-the-art methods.
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1 INTRODUCTION

Graph analytics is a fundamental application of graph databases
and warehouses [5, 6, 8, 12, 15, 18-22, 24-26, 29, 35, 38-40, 42, 44—
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Figure 1: An example of a window-based monotonic graph
analytics in Alipay.

97, 101, 102]. In the real world, graphs are constantly evolving, of-
ten comprised of slices. For example, Alipay generates 680 million
new transaction records daily [1]. It is common for commercial
companies to conduct their queries on an evolving graph within
a specific time window. Monotonic algorithms form a significant
category within graph algorithms, characterized by their output
R, which changes in a single direction—either monotonically in-
creasing or decreasing—as the graph evolves. Window-based mono-
tonic graph analytics not only holds great significance in graph
theory [4, 23, 34], but also plays a foundational role in numerous
online analytics operations, such as fraud detection [36, 91] and
preference recommendation [31, 96]. However, executing graph
analytics within a temporary window can be time-consuming due
to the intensive slice merges required. Consequently, there is an ur-
gent need to expedite window-based monotonic graph analytics. To
address this problem, this paper introduces an efficient approach for
window-based monotonic graph analytics, which involves reusing
transitional results for slices within the window.

We use Figure 1 to demonstrate the significance of window-
based monotonic graph analytics. Alipay [3], Ant Group’s financial
product that serves more than 1 billion users, periodically stores
data generated within a certain period (such as a day) in a data
warehouse, and queries typically target a slice window. A graph is
a set of vertices and edges, with edges connecting the vertices. Data
from each period forms a slice, referred to as a subgraph in a graph
data warehouse. For example, in a financial graph where users are
vertices and transactions among them are edges, managers query
the number of connected components within a graph composed of
transaction records from the last month. Window-based monotonic
graph analytics experience high latency due to the significant over-
head involved in constructing the corresponding graph for each


https://doi.org/10.14778/3681954.3681979
https://github.com/ZhengChenCS/MergeGraph_AE_VLDB24.git
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:info@vldb.org
https://doi.org/10.14778/3681954.3681979
https://www.acm.org/publications/policies/artifact-review-and-badging-current

uncertain window range and then performing monotonic analytics.
Therefore, accelerating window-based monotonic graph analytics
is of great importance for its practical use and the service quality
of the data warehouse.

In the literature, there are two categories of mainstream graph
processing systems to address such types of queries, but neither
of them can efficiently handle window graph queries. First, static
graph systems [14, 27, 28, 52, 55, 68, 70, 74, 82, 84, 88] require the
construction of a separate graph for each query, resulting in signif-
icant latency. For example, we evaluate the query of BFS based on
32 subgraphs from the StackOverflow dataset. The cost of merging
the graph structure accounts for 72.66% of the total time, making
this query highly inefficient. Second, evolving/streaming graph
systems [4, 13, 17, 37, 56, 57, 61, 66, 71, 73, 81] avoid re-computing
the entire graph by pre-storing existing results and performing
incremental computations when updates arrive. However, when
the scale of a subgraph update exceeds the capabilities of streaming
graph systems, their performance suffers. For instance, when in-
serting an update of a similar scale to a subgraph, its performance
is 8.74X lower compared to recomputing on a static graph. Addi-
tionally, evolving graph systems operate based on the pattern of
updates starting from an initial slice. In this pattern, the initial and
updated portions are not treated equally, and the results of the
updated portion are not fully leveraged.

Based on real-world graph query workloads and the above anal-
ysis, we observe three key insights and opportunities. First, in a
data warehouse, data import and subsequent analytics typically do
not occur simultaneously. This separation presents an opportunity
to precompute the imported slices during periods when the system
has idle resources. Second, the workloads consistently demonstrate
a regular pattern, which involves querying graphs composed of
different time windows in a fixed, regular manner. This pattern
allows us to reuse intermediate results across queries targeting
various windows. Third, the graph constructed for a specific query
window is temporary and does not require persistent storage. As
a result, we can avoid the high costs associated with constructing
the query graph.

To capitalize on these key opportunities, we propose Merge-
Graph, a graph analytics system specifically designed for window-
based monotonic graph analytics. First, to leverage the asynchro-
nous opportunities between data import and analysis, we develop
an offline-online design, which precomputes results within each
slice at the time of data import, ensuring they are readily avail-
able for immediate use during the online phase. Second, to cap-
italize on the local results contained in each slice, we propose a
merge-continue-compute model. It merges transitional results from
individual subgraphs to obtain an intermediate result, which is
then used to compute the final results, effectively leveraging the
transitional results from different subgraphs to avoid redundant
computations. Third, to avoid constructing graphs for each query
window, we present a computing solution based on discrete sub-
graphs. We initially construct a discrete graph storage solution
that incorporates only indexing for global access. Subsequently, we
introduce locality optimizations and parallelism optimizations to
enhance the performance of graph computations.

We compare MergeGraph against two state-of-the-art solutions
(Ligra [74], Grazelle [9], CoroGraph [98] for static graph processing
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system, and KickStarter [81], RisGraph [23] for evolving/streaming
graph processing system) on four monotonic algorithms: breadth-
first search (BFS), single-source shortest path (SSSP), single-source
widest path (SSWP), and weakly connected component (WCC). The
experimental results on seven datasets demonstrate that Merge-
Graph achieves an average speedup of 11.30X compared to the
best baseline. Specifically, our merge model achieves an average
redundant computation savings of 12.49%-94.69% across different
window sizes. The graph computing engine based on discrete graph
storage achieves an average speedup of 6.71X-25.64X.

To the best of our knowledge, this is the first work specifically
dedicated to efficient window-based monotonic graph analytics.
We summarize our contributions as follows.

o We propose a merge-continue-compute model that equally com-
bines the transitional results from individual subgraphs and
performs necessary computations based on the merged result,
maximizing the utilization of existing results and avoiding re-
dundant computations across different queries.

e We develop a graph computing framework specifically designed
for discrete graph storage, which includes a unified access in-
terface and a computation engine, effectively eliminating the
high overhead caused by merging graph structures for window-
based graph analytics tasks.

o We conduct extensive experiments to demonstrate that Merge-
Graph significantly outperforms the state-of-the-art graph com-
puting frameworks in handling window graph queries.

2 BACKGROUND AND PRELIMINARIES

2.1 Window-Based Monotonic Graph Analytics
for Pattern-Consistent Query

This paper focuses on window-based monotonic graph analytics,

which has been widely used in business operations of commer-

cial companies [2]. This section introduces and formally defines

window-based monotonic graph analytics for pattern-consistent

queries. All symbols used in this paper are listed in Table 1.

Table 1: Symbol and meanings.

Symbols Meaning

Gi The i-th subgraph in a window query.

\% The set of vertex.

E; The edge set of the i-th graph.

Q,0Q([i,j]) The graph query for the window from i to j.

Gu The collection of subgraphs within a window.

Ey The set of edges in all subgraphs within a window.
R, Ry The transitional query result for vertices.

Graph, data slice, and subgraph. We define a graph as G =
(V,E), where V represents the set of vertices, and E represents the
set of edges that connect these vertices. In a modern data warehouse,
data producers import data into the warehouse at regular intervals,
such as once a day. Each day’s data constitutes a data slice. In this
context, the i-th data slice comprises a graph G; = (V, E;), where
V denotes the vertices and E; denotes the edges connecting these
vertices. We refer to such a graph in a data slice as a subgraph.



Window-based query. We perform graph query Q on a col-
lection of data slices within a window. Given a slice window from
i to j, we return the query result of Q([i, j]) on the graph Gy =
(Gi U Gi+1 U ... U Gj). We define the collection of all subgraphs
within a window as Gy = (V, Ey), where we assume that subgraphs
share all vertices V, and Ey represents the set of all edges among
these subgraphs.

Monotonic algorithm. Monotonic algorithms are a significant
category within graph algorithms [81], characterized by their out-
put R, which always changes in a single direction - either monotoni-
cally increasing or decreasing — as the graph evolves. This principle
is widely applied in evolving/streaming graph systems [23, 81].
For instance, when identifying the largest connected component
in a graph, the size of the component can only remain constant
or increase with the addition of more edges. It will not decrease
because adding edges either connects more vertices or maintains
the current size of the largest connected component. The assump-
tion of monotonicity ensures that when merging subgraphs, their
results consistently evolve in a predictable direction, allowing us
to leverage intermediate results.

Pattern-consistent query. We have noticed that numerous
daily queries within the data warehouse demonstrate pattern-consistent
characteristics, where the identical query is executed on different
windows. For instance, this could involve querying the number of
connected components in a graph during various time intervals.
Despite the changes in window ranges, the query content itself
remains unchanged.

2.2 Iterative Monotonic Graph Analytics

Many graph computing systems [4, 23, 56, 57, 73, 81] support mono-
tonic graph analytics by employing iterative graph computation. In
these systems, given a graph G = (V, E), computation begins with
one or a group of vertices. It iteratively activates its neighbors based
on user-defined functions until the current set of active vertices be-
comes empty or reaches a user-defined convergence condition. Mod-
ern graph computing systems mostly adopt a vertex-centric pro-
gramming model due to its higher scalability [4, 23, 56, 57, 73, 81].

Algorithm 1: Iterative monotonic graph analytics

Input: Graph G, initial frontier U, update function F,
condition function C
Output: Graph query result R
1 Create an result array R of size |G.V|;
2 Frontier <« U;
3 while Frontier is not empty do

4 vertexSubset output(|G.V]);

5 for src in Frontier do

6 adj_list « G.getNeighbors[src];

7 for dst in adj_list do

8 F(src,dst, R);

9 if C(dst) then output.active(dst) ;
10 Frontier < output;

11 return R;
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Figure 2: Performance of existing systems.

Graph processing workflow. Algorithm 1 illustrates the graph
processing workflow. The input consists of a graph G, an initial
frontier U, an update function F, and a condition function C. First,
we create a result array R of size G.V to store the results for each
vertex (Line 1). Then, we assign the initial frontier U to the current
Frontier (Line 2). After that, starting from the initial frontier, we
process all activated vertices in the current frontier (Lines 5-9). For
each activated vertex, we scan its neighbors (Line 7), apply the
update function F (Line 8) and activate the neighbors if it satisfies
the condition function C (Line 9). Finally, we update the Frontier
to be a vertex subset of vertices activated in this round and repeat
this process until the current Frontier becomes empty.

3 MOTIVATION

In this section, we first systematically review the limitations of exist-
ing solutions in handling window-based monotonic graph analytics,
and then highlight our motivation for a new line of research.

Why static graph systems do not apply? In static graph
systems, the initial step involves combining individual subgraphs
within a specified window range to create a complete graph Gy
for querying. Subsequently, a graph query Q is executed on Gy.
However, the use of static graph analysis systems necessitates the
reconstruction of the entire graph for each query, resulting in sig-
nificant inefficiency and resource consumption. Moreover, these
systems are unable to reuse existing results, leading to redundant
computations. We evaluate the performance of Ligra [74], the state-
of-the-art static graph system, in handling window-based graph
queries on StackOverflow dataset with window sizes ranging from
2 to 32. The experiment results are shown in Figure 2 (a). Although
Ligra achieves excellent performance in querying static graphs, the
cost of graph construction accounts for 34.30%-85.62% of the total
query execution time. This renders our efforts to optimize graph
systems futile.

Why evolving/streaming graph systems do not apply? Evolv-
ing/streaming graph systems adopt the idea of incremental compu-
tation, where they start with an initial result maintained from the
state of a graph. As the graph updates, they use incremental com-
putation methods to update the results of graph queries, avoiding
the need for a full recomputation of the entire graph. For a window
query Q([i, j]), we consider the portion [i, k], where i < k < j, as



the initial part and pre-store the computed results for this portion.
Then, we treat the slice portion [k + 1, j] as the update part of the
graph and incrementally compute the final result.

Although evolving/streaming graph systems can leverage the
benefits of incremental computation, they do not align well with
our query workload. Several graph systems [4, 23, 56, 57, 73, 81]
have observed that when the scale of updates surpasses a certain
threshold, their performance becomes inferior to recomputing the
entire graph. A key contributing factor is the significant overhead
associated with inserting updated graph structures into the initial
graph in this scenario. In our workload, we treat one or more slices
as a single update, and the scale of this update exceeds the bene-
fit threshold of the streaming graph system, resulting in inferior
performance compared to static graph systems. For instance, Fig-
ure 2 (b) demonstrates the performance of updating one subgraph
over another subgraph using the state-of-the-art evolving graph
system, RisGraph [23]. The results on the StackOverflow dataset
indicate that RisGraph’s performance is 4.38-16.24 times slower
than Ligra.

Motivation for a new line of research. In summary, existing
works primarily focus on static and streaming monotonic graph
queries, but often neglect the complexities of window-based graph
queries that involve multiple slices. This oversight is particularly
evident in the substantial computational costs associated with con-
structing windowed graphs. Such costs can significantly impede
the performance of executing windowed graph queries.

To elaborate further, existing works have primarily concentrated
on the performance aspects of graph analytics. However, they often
overlook the fact that graph analytics workloads in modern data
warehouses entail more than merely executing graph computations
on a prepared graph. We observe that constructing window-based
graphs is the bottleneck in the entire analysis process, implying that
merely optimizing graph computation is insufficient to enhance
the overall system performance. Therefore, in practical application
scenarios of Alipay, we do not rely on existing algorithms and sys-
tems due to their limitations. Instead, we develop a novel approach
of a window-based monotonic graph analytics solution, which is
critical for improving end-to-end system performance. This paper
represents the first systematic effort to focus on the comprehensive
performance of windowed monotonic graph analytics, encompass-
ing both graph construction and computation.

4 MERGEGRAPH SYSTEM

We propose a system for window-based monotonic graph analytics,
called MergeGraph, which enables the reuse of transitional results
and direct computation on the discrete graph storage of each slice.

4.1 Overview

We show the overview of MergeGraph in Figure 3. To utilize the
opportunities and address the challenges mentioned in Section 3,
MergeGraph adopts an offline-online hybrid architecture to achieve
efficient window-based graph queries.

Architecture. MergeGraph consists of two main modules: the
offline module and the online module. The offline module includes
the graph storage within each slice and a computation component
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Figure 3: MergeGraph overview.

to obtain the reusable transitional results. The online module com-
prises a graph analytic engine based on the transitional results and
the discrete graph structure.

Algorithm 2: MergeGraph workflow.

Input: Subgraph of each slice {Gy, Go, ..., G }, Monotonic
graph query Q, query window [start, end]
Output: Query result R for the window W
// 0ffline phase
1 Gyoral < set of the graph structure of each slice
2 Ryoral < set of the local result of each slice
fori < 1tondo
Giotar-import(G;);
Ri < Q(Gi);
Rtotal~imp0rt(Ri)§
// Online phase
7 Gu « Gyopqrlstart, end]

oW

5

=Y

> Load graph for the window
8 Ry < Ryprqrlstart, end] > Load local result for the window
Rinter, frontier « init(Ry)

10 R « compute(Rinter, frontier, Gy)

©

11 return R

Workflow. Algorithm 2 demonstrates the overall workflow.
MergeGraph is structured into two phases: an offline phase and
an online phase. In the offline phase, we store the local results of
the graph structure for all data slices (Lines 1 and 2). Specifically,
whenever a slice is imported into the data warehouse, we first im-
port its graph structure (Line 4), then generate the corresponding
local results (Line 5), and save them (Line 6). Note that this step is
completed offline during data import, ensuring that it does not af-
fect response time during the online phase. In the online phase, we
first retrieve all subgraphs and their associated local results within
the window (Lines 7 and 8). Then, based on the results from each
slice, we initialize an intermediate result that is closer to the final
outcome along with a new frontier (Line 9). Finally, we iteratively
compute the final results using this intermediate result, the frontier,
and the graph structure within the window (Line 10). During this
process, for a specific slice, any window query that includes it can
leverage its transitional result R, enabling the reuse of transitional
results.
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Processing pattern. The processing pattern of MergeGraph
for computing monotonic algorithm queries is as follows. In the
offline phase, we generate and save corresponding local results
for monotonic algorithms, which can be derived through a com-
mon iterative graph computation step, as detailed in Section 2.2.
In the online phase, it consists of 1) an initialization stage and 2) a
computation stage. In the initialization stage of the online phase,
we first merge the results saved during the offline phase. In this
part, we use a unified initialization API to generate an intermediate
result and a frontier for subsequent computations. For monotonic
algorithms, we choose the intermediate result from all slices that
are closest to the final result as the initial result for the online
phase (Section 4.2). For example, for the single-source shortest path,
we select the shortest distance for each vertex from all slices, while
the single-source widest path does the opposite. In the computation
stage of the online phase, we continue the computation based on
these generated intermediate results, utilizing a graph computation
engine designed for discrete storage. We can categorize different
monotonic algorithms as iterative graph computations, for which
we have developed access patterns for graph structures based on
discrete storage (Section 4.3). The development of the computing en-
gine includes a series of optimizations, including intra-node access
optimization and parallelism optimization (Section 4.4).

Novelties. To our knowledge, MergeGraph is the first work
focusing on window-based monotonic graph analytics for pattern-
consistent queries. We summarize the novelties of MergeGraph
as follows. First, MergeGraph introduces an offline-online hybrid
framework to leverage precomputed results from individual slices,
aiming to enhance performance. Second, MergeGraph proposes a
merging model based on reusable transitional results from each
slice, which minimizes redundant computations in window-based
queries. Third, MergeGraph supports graph analytics on the discrete
subgraph structures within each slice, avoiding the high cost of
merging graph structures.

4.2 Storage and Utilization of Transitional
Result

The core of MergeGraph lies in the storage and utilization of tran-
sitional results. By precomputing the transitional result for each
slice during the offline phase, we can summarize these results and
continue computation based on them, achieving significant compu-
tation savings.

Transitional result storage. In MergeGraph, we store the Com-
pressed Sparse Row (CSR) structure of the subgraphs for each slice.
This structure is widely used for efficient graph storage due to its
excellent analytical performance. During the import of each slice,
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we utilize the iterative monotonic graph analytics mentioned in
Section 2.2 to obtain the results for each vertex within each slice.
All these results are stored in the form of arrays.

Transitional result utilization. Figure 4 illustrates the work-
flow of online window-based graph analytics, which consists of
two main stages: the initialization stage and the graph computation
stage. For a window-based query consisting of W slices, we first gen-
erate an intermediate result and a frontier based on the transitional
results of each subgraph. Then, we start from this frontier and
intermediate result and iteratively compute the final result. During
the graph computation process, we provide a global graph access
abstraction on top of discrete subgraphs to support the analysis of
the global graph.

Observation. MergeGraph focuses on monotonic algorithms,
which approximates the final result from the initial value. For such
algorithms, the intermediate results are always closer to the final
result than the initial result. Also, for an entire graph composed of
multiple subgraphs, the results computed on each of its subgraphs
are always closer to the final result compared to the initial result.
For example, in the case of the shortest path, the shortest distance
of a vertex within a subgraph is always smaller than the initial
value and greater than the final result obtained on the entire graph.

Initialization design. Based on the aforementioned observa-
tions, we first generate the intermediate result for each vertex that
is closest to the final result from the transitional results of each
slice. Then, we activate the vertices that may affect the final result
and add them to the frontier, which supports subsequent computa-
tions. Specifically, for a given vertex v, if its results are inconsistent
across different subgraphs, it indicates that its values need to be
propagated in other subgraphs, and thus we activate it.

Algorithm 3: Initialization function

Input: Transitional result of each slice [Ry, Ry, ..., Ry ]

Output: Intermediate result Rinzer [V], Frontier set F{[W]
1 for eachv € V do

‘ Rinter[v] < BestValue(Ry[v],Rz[v], ..., Rw [0]);
F «—{0,0,..,0};
for eachv € V do

fori < 0to W do
if Rinter[v] # Ri[v] then
‘ F[i].insert(v);

8 return Ripser, F[W];

2

@

4
5
6
7

Algorithm design. We show our algorithm design of the initial-
ization function in Algorithm 3. The inputs are transitional results
of each slice. For a query with a window size of W, the algorithm
takes the transitional results corresponding to each slice as the
input. First, we derive the intermediate results for each vertex from
the transitional results of each slice, selecting the value closest to
the final result (Lines 1-2). Then, we generate W frontier struc-
ture (Line 3). For any given vertex v, we examine the transitional
results from all the slices. If the result R;[v] is inconsistent with the
best result across all slices, we add v to the corresponding frontier
F[i] (Lines 4-7). Finally, the algorithm returns the intermediate
results for each vertex across all slices and its corresponding fron-
tier (Line ).
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Figure 5: Example of detecting suspicious users whose dis-
tance from known malicious users is less than 2 in Merge-
Graph.

Complexity analysis. The time complexity of executing the
monotonic algorithm is O(V+E;), where V is the number of vertices,
and E; is the number of edges in slice i. We store the transitional
result for each vertex whose space complexity is O(V). The com-
plexity of initializing the intermediate results is O(V x W), where
W represents the window size.

Example. In Alipay within Ant Group, identifying suspicious
users in transaction records is a critical business operation that
informs our decisions regarding the termination of specific transac-
tions. As shown in Figure 5, we use the shortest distance algorithm
to detect suspicious users. Regularly, Ant Group’s data warehouse
collects daily transaction records. We employ the shortest distance
algorithm to identify users who are within a predefined distance
from a known malicious user over a recent timeframe.

In the context of Figure 5, assuming a malicious user is identified
as 0, we detect suspicious users within a slice window from day
1 to day 3, provided they are within a distance of 2 from user 0.
Across the three subgraphs for these days, the local results for the
vertices are as follows: {0, 0, 1, 00}, {0, 00, 00, 00}, and {0, 2, 00, co}.
After initialization, the intermediate result is {0, 2, 1, c0}. Given the
inconsistency in local results for vertices 1 and 2 across the sub-
graphs, we add them to the frontier. We then proceed from the
intermediate result and the frontier to perform Single Source Short-
est Path (SSSP) on the global graph composed of these subgraphs
until the computation concludes. Consequently, users 1, 2, and 3 are
identified as suspicious, as each falls within the specified distance
from user 0 within this time window.

4.3 Pattern-Consistent Query Computation

After obtaining the intermediate results for vertices and the frontier
corresponding to each slice, we continue to perform monotonic
graph analytics based on discrete graph storage to obtain the final
result.

General design. We have shown our design to generate a fron-
tier for each slice in Section 4.2, where each vertex in the frontier
indicates that we need to propagate its intermediate result within
the corresponding slice. We perform one iterative graph compu-
tation based on the frontier of each slice. Then, we aggregate the
generated frontiers from each slice to obtain a new unique frontier.

3008

sequential
|
[ lmeral [ 71 [-[ 7] | [ -0
G, G, G, parallel
(a) Data layout. (b) Access pattern.

Figure 6: Data layout and access pattern for discrete storage.

Starting from this frontier, we perform iterative monotonic graph
analysis on the graph composed of all the slices until the program
converges. During this process, we provide a global access interface
to enable direct iterative graph analysis based on the discrete graph
structure between different slices.

Global graph access pattern. In MergeGraph, the graph struc-
tures of individual subgraphs are discretely stored. We utilize an
adjacency list to store the outgoing and incoming edges of vertices,
a commonly used format in existing graph computing systems [74].
This structure stores the neighbors of each vertex in a contiguous
memory segment, with each vertex referencing the starting location
of its neighbor list through a pointer. A fundamental proposition of
this paper is to circumvent the substantial overhead associated with
graph merging by directly executing graph computing on multiple
discretely stored graphs. To facilitate this approach, we support
a global access pattern that enables seamless access to the graph
structure across different subgraphs.

Figure 6 (a) illustrates our data layout. Assuming that each sub-
graph is stored in different locations, we use a double-layered
pointer structure to organize the neighbors of vertices. The first
layer of pointers assists in locating the first neighbor of a ver-
tex within its initial subgraph, while the second layer of pointers
records the starting positions of the vertex’s neighbors across all
subgraphs. Furthermore, we maintain the local degree of each vertex
in all subgraphs and its global degree in the whole graph, equivalent
to the sum of degrees across all subgraphs.

The graph access patterns in MergeGraph are primarily divided
into two patterns: sequential access and parallel access, as shown in
Figure 6 (b). In the sequential access pattern, since only one thread
handles all neighbors of a vertex, we only need to provide an ab-
straction from the first neighbor to the last neighbor. We visit all the
neighbors of a vertex one by one within each subgraph. During this
process, we only need to perform pointer jumps when the neighbor
reaches the boundary of a subgraph. In the parallel access pattern,
different threads access all neighbors of a vertex. Each thread only
retrieves the neighbor at position i of the vertex. Therefore, we
first use binary search to determine in which subgraph the i — th
neighbors are located. Then, we calculate the corresponding offset
within the subgraph and return the neighbor ID.

Complexity analysis. MergeGraph does not change the time
complexity of the monotonic graph algorithm during execution,
which remains O(Ey). The space overhead of MergeGraph for stor-
ing the graph includes the edges in each subgraph, and the double-
layer pointers point to each vertex. Therefore, the space complexity



Figure 7: Intra-node access optimization.

of MergeGraph is O(Ey + W X V), where Ey is the total number of
edges in all subgraphs, V is the number of vertices, and W is the
number of subgraphs. In the sequential access pattern, the aver-
age time complexity to access a neighbor is O(1). In the parallel
access pattern, the average time complexity to access a neighbor
is O(logW), where W is the number of subgraphs. Although the
parallel access pattern requires higher access complexity and in-
struction numbers, it can improve program parallelism. We propose
an adaptive selection strategy to choose between these two access
patterns.

Correctness proof. We rigorously prove the correctness of
MergeGraph. First, we define correctness as the consistency of our
algorithm’s results with those obtained directly from the original
graph composed of windows. For monotonic algorithms, this result
is a value related to a user-specified vertex. Second, we employ the
dependency tree model, as proposed in the work [81]. In this model,
monotonic algorithms designate a single vertex as the root, with
each vertex having at most one parent. Consequently, the result at
each vertex is influenced by one of its in-neighbors, ensuring that
changes from the root to any vertex on the graph follow a single,
unique path. Third, consider a vertex v in the graph, and let the
path from root to v in the dependency tree be {root, us, uy, ...,v}. If
the value of v has converged following the initialization phase, then
its result is inherently accurate. If not, and assuming convergence
from root to uy, our model activates u; and updates iteratively up
to v, thereby confirming the correctness of our approach.

4.4 Optimizing Graph Computation with
Discrete Storage

MergeGraph adopts a vertex-centric programming model to per-
form graph computations. Previous works [74, 99, 100] have pro-
posed a series of optimizations, including parallel schemes and
traversal directions, among others. The discrete storage of graph
structures brings new challenges, such as the impact on locality and
the choice of parallel patterns. This part discusses our optimization
for the graph computing engine based on discrete graph storage.

Intra-node access optimization. To optimize the access to all
neighbors within a vertex, we take into consideration the impact
of no-contiguous memory location on performance. We observe
that accessing the neighbors of a vertex in non-contiguous memory
locations increases the number of cache loads, ultimately leading to
decreased performance. This is because the operating system loads
data from a contiguous space in memory based on the cache-line
size. When vertex neighbors are stored in different locations, it
disrupts the locality of memory access, further hampering perfor-
mance.

Figure 7 illustrates an example where vertex v has three neigh-
bors in different subgraphs. Accessing them would require at least
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three cache loads if they are stored separately. However, if we store
them together, only one cache line load is needed. In graphs that
satisfy the power-law property, these low-degree vertices dominate
the graph and significantly impact system performance. Therefore,
there is a trade-off between access locality and merging cost. We
selectively merge the neighbors of vertices with small degrees and
store them in a contiguous memory space to improve performance.

Parallelism optimization. MergeGraph adopts vertex-level
parallelism, where each thread processes a different vertex. Addi-
tionally, when a vertex has a high degree (greater than 1024), we
parallelize the processing of all its neighbors. In a discrete storage
architecture, we develop subgraph-level parallelism, which allows
for the parallel processing of vertex neighbors within individual sub-
graphs. However, this approach can lead to load imbalances among
threads, as the degree of the same vertex can vary significantly
across different subgraphs. To tackle this problem, we introduce an
edge-level parallelism strategy that distributes an equal number of
vertex neighbors to each thread. Although this method introduces
additional overhead due to the need to identify the storage loca-
tions of the neighbors to be processed, it effectively addresses the
load imbalance problem. We dynamically select between subgraph-
level and edge-level parallelism based on the distribution of vertex
degrees across subgraphs.

5 IMPLEMENTATION

We develop MergeGraph using C++ and use OpenMP to support
multi-core parallelism on CPUs. This section shows the implemen-
tation details.

Discrete graph storage. We store the graph structure in each
data slice in an adjacency list format. To meet the requirements of
the computation engine, we also maintain the transposed version of
the graph. In MergeGraph, we assume that all the graph data from
the slices involved in the window-based query has been loaded into
memory. We ensure that all slices share the same vertex ID space.
In scenarios where this condition is unmet, we align the vertex IDs
to achieve consistent access.

Graph computing engine. We develop the graph computing
engine based on the discrete graph storage. During the compu-
tation stage of the online phase, we adopt APIs similar to those
of Ligra [74] to ensure a smooth transition and user-friendly ex-
perience with our system. Also, by leveraging Ligra’s design for
higher-level graph computations, we naturally benefit from its ex-
isting optimization techniques. Note that Ligra’s optimizations do
not include the optimizations mentioned in Section 4.4. The opti-
mization techniques mentioned in Section 4.4 aim to address the
performance degradation caused by discrete storage, a consider-
ation that falls outside the scope of Ligra’s design. Consequently,
these optimizations are not native to Ligra, as Ligra’s graph storage
mechanism employs a contiguous storage model for the neighbors
of each vertex.

Programming API. We provide a user-friendly programming
API for MergeGraph, as shown in Table 2. In the initialization
phase, we use the init_val interface to generate the intermedi-
ate result based on the local results from each subgraph. Then,
we use need_upd to determine whether to add a vertex to the



Table 2: MergeGraph’s API.

init_val(trans_result[n]) — init_value
need_upd(trans_result[n]) —  is_needed
edgeMap(frontier, result, graph, F, C) — frontier
vertexMap(frontier, F)

get_out_neighbor(vid, eid) —  vertex_id
get_in_neighbor(vid, eid) —  vertex_id
get_out_degree(vid) — degree

get_in_degree(vid) — degree

get_local_out_neighbors(vid, gid) — adj_list
get_local_in_neighbors(vid, gid) — adj_list

frontier. In the graph computation phase, we adopt a program-
ming interface similar to Ligra [74], including the edgeMap and
vertexMap interface. The edgeMap interface applies a user-defined
edge function to all neighbors of each vertex in the frontier and
adds the neighbors that satisfy the condition function to the re-
turned frontier. The vertexMap interface applies a user-defined
function to each vertex in the frontier. To support graph compu-
tations on discrete subgraphs, we provide a global graph access
API, as shown on the bottom of Table 2. In addition to provid-
ing a global access API that allows access to a vertex’s neighbors
across all subgraphs (get_out_neighbor/get_in_neighbor), we
also offer an API that returns the adjacency list within a single sub-
graph(get_local_out_neighbors/get_local_in_neighbors).

6 EVALUATION

6.1 Experimental Setup

Methodology. We compare two types of state-of-the-art solutions:
static graph systems and evolving/streaming graph systems, as
shown below.
o Static graph systems. We compare MergeGraph against three
leading static graph processing systems. (1) Ligra [74]: A light-

weight graph processing framework optimized for shared-memory

parallel/multicore machines. Ligra excels in many tasks and
continues to be actively maintained, demonstrating its robust-
ness and efficiency. (2) Grazelle [30]: A hybrid graph process-
ing framework designed for single-machine, combining high-
performance push-based and pull-based methods. (3) Coro-
Graph [98]: A state-of-the-art graph computing system effec-
tively balances cache efficiency and work efficiency.
Evolving/streaming graph systems. We assess MergeGraph
against two cutting-edge evolving/streaming graph systems. (1)
RisGraph [23]: A real-time streaming system specially designed
for evolving graphs, which supports per-update analysis to
handle dynamic graph changes effectively. (2) KickStarter [81]:
This system introduces a dependency-tree model that facilitates
efficient incremental computation for monotonic algorithms,
enhancing performance in dynamic graph environments.
Benchmarks. We employ four widely used graph applications.
These applications include Breadth-First Search (BFS), Single-Source
Shortest Path (SSSP), Single-Source Widest Path (SSWP), and Weakly
Connected Components (WCC). Notably, these benchmarks have
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been used in numerous prior studies [23, 81]. We compare four
algorithms across MergeGraph, Ligra, RisGraph, and KickStarter.
Grazelle supports only BFS and WCC, while CoroGraph provides
SSSP and WCC.

Table 3: Datasets used in the experiments.

Graph Dataset Abbr.  Vertices Edges  Type
HepPh[67] HP 28.1K 4.60M  Collab.
WikiTalk[43] WwT 1.14M  7.83M Int.
Flickr[67] FC 230M  33.1M  Social.
StackOverflow[43] SO 2.60M  63.5M Int.
BitCoin[67] BC 24.6M 123M Txn.
LinkBench([7] LB 128M 560M  Social.
EnWiki[10, 11] EW  77M  132B  Int.

Datasets. We assess the performance of MergeGraph using
seven distinct graphs outlined in Table 3. Except for the LinkBench
dataset, which is generated from the graph database benchmark [7],
the remaining graphs are accessible through the Stanford Network
Analysis Project (SNAP) [43], Webgraph [11], and Network Data
Repository [67]. EnWiki(EW) is a compilation of the English seg-
ment of Wikipedia spanning from 2013 to 2023. In EW, the nodes
represent Wikipedia pages, and the edges represent the citations
and links between the pages. All datasets, except for EW, which is
divided based on the year, are segmented into 2/4/8/16/32 subgraphs
according to the timestamp on the edge.

Query generation. We generate the queries and slices according
to real-world datasets and workloads. First, we collect datasets
containing timestamps from the real world. Second, we divide them
into different slices based on the timestamps. Third, we execute
time window queries on these slices. Regarding the queries, we
select four widely used monotonic algorithms, similar to those
described in KickStater [81], RisGraph [23], et al. When using the
WCC algorithm, we convert the graph into an undirected format.
For BFS, SSSP, and SSWP, we randomly select starting points for
the queries. To ensure the accuracy of our results and eliminate the
influence of randomness, we average the times from three runs for
each algorithm to represent its performance.

Platforms. We evaluate MergeGraph on a Ubuntu 20.04 server.
The server is equipped with an Intel Core i9-10900X CPU with 20
threads and 256 GB of main memory.

6.2 End-to-End Performance

We evaluate the performance of MergeGraph on four different al-
gorithms. On average, MergeGraph achieves speedups of 11.30X,
7.32X%, and 6.17X compared to Ligra, Grazelle, and CoroGraph, re-
spectively. Furthermore, MergeGraph achieves a 45.24X speedup
compared to RisGraph and 25.93x compared to KickStarter. Kick-
Starter and RisGraph perform poorly in our experiments because
they are unable to handle such large-scale updates. In contrast,
static graph systems can directly merge the graph structure of
different subgraphs.

Figure 8 depicts the detailed speedup of MergeGraph in compar-
ison to static graph systems. Our observations are as follows. First,
Figure 8 (a) demonstrates the performance speedup ratio achieved
using the BFS algorithm. Compared to the baseline, we achieve
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Figure 9: Time breakdown (window size is 16).

an average speedup of 3.80x. Additionally, Figures 8 (b), (c), and
(d) show the performance speedup ratios of MergeGraph for the
SSSP, SSWP, and WCC algorithms, with respective speedup ratios
of 4.56%, 5.10%, and 38.94X. These significant speedups across all
benchmarks demonstrate the effectiveness of our approach. Second,
the performance speedup gradually diminishes as the window size
increases. This decline can be attributed to the decreased potential
for computational savings as the window size expands, coupled
with the heightened cost of accessing different subgraphs. Con-
sequently, beyond a certain range of window sizes, our method
may no longer surpass Ligra. Third, among the four algorithms,
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pect, with a significant portion of time allocated to the computation
phase. On average, the initialization phase constitutes 39.4% of the
total time, while the computation phase represents 60.6% of the
overall time. The different time allocations highlight the advantages
of our approach compared to Ligra. In Section 6.3, we analyze the
performance advantages of MergeGraph in different parts.
Memory consumption. We compare the memory consump-
tion of MergeGraph with other baselines on StackOverflow (SO),
as detailed in Table 4. On average, MergeGraph not only stores the
graph structures within each slice but also retains reusable transi-
tional results, which are dependent on the number of subgraphs
within the window. These reusable transitional results constitute
only 0.87%-3.36% of the total memory consumption across differ-
ent window sizes. In contrast, static graph systems require storage



Table 4: Peak memory with different window size (GB). (WS
is the abbreviation for window size, dataset is SO)

Method
ws ours Ligra Grazelle Corograph Merge subgraph
2 3.20 6.28 7.66 7.81 5.52
4 4.27 6.75 7.44 7.59 5.30
8 6.74 7.82 8.02 8.17 5.88
16 11.96  10.16 10.16 10.36 8.07
32 | 2152 13.85 14.53 14.68 12.39

Table 5: Comparison of active edges in MergeGraph. (WS is
the abbreviation for window size, dataset is WT)

WS BFS SSSP SSWP WCC
MG Ligra MG Ligra MG Ligra MG Ligra
2 1.75M 5.03M 2.22M 0.91M
4 2.13M 9.07M 4.48M 1.81M
8 2.23M  7.65M | 10.2M 14.1M | 8.01M 13.8M | 3.84M 34.0M
16 | 2.25M 12.3M 8.11M 7.76M
32 | 2.26M 13.9M 8.60M 14.5M

for the merged graph structure. On average, merging subgraphs
occupies 82.09%, 76.26%, and 75.07% of the total system memory in
Ligra, Grazelle, and CoroGraph, respectively. Thus, while Merge-
Graph incurs certain costs to store indices between subgraphs, it
achieves lower or comparable memory consumption compared to
other methods. Overall, MergeGraph requires 94.69%, 89.81%, and
115.01% of the memory consumption compared to Ligra, Grazelle,
and CoroGraph, respectively, to perform window-based monotonic
analytics.

6.3 Benefit Breakdown

Computation savings. We compare the total number of active
edges during the computation phase between MergeGraph and
Ligra on the WikiTalk (WT) dataset, as shown in Table 5. On av-
erage, MergeGraph achieves savings of 80.64% / 67.45% / 57.14% /
50.31% / 41.59% in the total number of active edges for window sizes
of 2/4/8/16/32. This demonstrates the effectiveness of our merge
model. As the window size increases, the number of active edges
in our approach gradually increases, while the reusable results de-
crease. It can be anticipated that as the window becomes larger,
our method eventually ceases to provide benefits. Among these
four algorithms, the WCC exhibits the most significant savings,
amounting to 97.31% / 94.69% / 88.70% / 77.15% / 57.45%. This is
because WCC computes possible connected components in all sub-
graphs, maximizing the utilization of local results. Similarly, this
also explains why WCC achieves the best end-to-end performance
in Section 6.2.

Graph computing engine with discrete storage. We evaluate
the benefits and overhead of our computing engine, as shown in
Figure 10. To eliminate the performance impact of computation
savings, we perform the same computation tasks as Ligra in this
part, with the only difference being the graph storage. We set up
two baselines for comparisons. In the first baseline, Ligra com-
putes directly on the complete graph, and we only measure the
computation time. The second baseline includes the computation
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time and the time required to merge the structures of individual
subgraphs. Due to factors such as impaired locality during graph
access, the first baseline is the theoretical performance upper limit
of our computing engine. On average, MergeGraph is slower than
Ligra when considering only computation time, with a difference
of 2.49%-72.36% on BFS and 0.35%-61.41% on SSSP. As the window
size increases, MergeGraph’s runtime grows. However, our method
still outperforms Ligra regarding computation and merging time,
as the cost of merging graph structures also rises. On overage, our
method speeds up the 2.22x on BFS and 1.74X on SSSP.
Performance across different numbers of threads. We eval-
uate the performance of MergeGraph and Ligra across different
numbers of threads, as shown in Figure 11. We measure the perfor-
mance of SSSP algorithm on the SO dataset with subgraph counts
of 2 and 16. The results demonstrate a speedup of 2.23%-3.59x and
1.09x-1.39% across thread counts ranging from 1 to 20. In both
settings, MergeGraph and Ligra exhibit similar trends. MergeGraph
and Ligra demonstrate similar parallelism because they process
the same graph data, and the degree distribution of vertices is
consistent, providing comparable opportunities for parallelization.
As the number of threads increases, both MergeGraph and Ligra
demonstrate a decrease in execution time, indicating their strong
parallelism capabilities. The speedup of MergeGraph, compared to
Ligra, initially increases with an increase in the number of threads
and then decreases. The reason for the increase in speedup in cases
with relatively fewer threads is that, for Ligra’s approach, the main
overhead lies in merging graph structures. Increasing the number of
threads does not significantly improve this aspect compared to the
performance gains achieved in the graph computation part. After
reaching the inflection point, MergeGraph has a lower computa-
tional workload compared to Ligra, which results in insufficient
utilization of idle threads. As a result, the speedup decreases.
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Intra-node access optimization. We merge the neighbors
of all vertices within each slice whose total degree is less than
cacheline_size/sizeof (vertex) (which is 8 in our configuration)
into a new contiguous storage area. The results show that we
achieve a performance improvement of 18.73% by merging the
neighbors of vertices with small degrees. The merge cost accounts
for only 32.54% of the total time.

Parallelism optimization. We evaluate the benefits brought by
different parallel strategies. Figure 12 illustrates the performance
of BFS and SSSP algorithms on the WT dataset under different
parallel strategies. The subgraph-level parallel strategy and edge-
level parallel strategy have their respective advantages in different
scenarios, highlighting the necessity of dynamically selecting the
strategy. For both algorithms, when the window size is small, the
subgraph-level parallel strategy performs better. The edge-level
parallel strategy outperforms when the window size is large. This
is because when the window size is large, the degree distribution
among different slices becomes more uneven, allowing the edge-
level parallelism to leverage its benefits fully. Overall, the paral-
lelism optimization brings a performance of 72.65% compared to
only performing inter-subgraph parallelism and 77.73% compared
to edge-level parallelism.

6.4 Detailed Analysis

Different initial proportions in stream graph system. In the
streaming graph system, the proportion of initial data significantly
impacts performance. We evaluate the performance of BFS algo-
rithm of Kickstarter and RisGraph under different initial data pro-
portions on the Enwiki dataset, which has 10 subgraphs, as shown
in Figure 13. We evaluate the performance with initial parts ranging
from 1 subgraph to 9 subgraphs. As the proportion of initial parts
increases, the execution time of RisGraph gradually decreases by
3.90x. However, even in the case of 9 subgraphs, that is, when the
initial proportion is about 90%, the performance of RisGraph is still
25.41% slower than MergeGraph. Kickstarter outperforms RisGraph
in large batch updates, whereas RisGraph emphasizes the perfor-
mance of individual updates. On average, our method is 14.68% to
25.94x faster than Kickstarter, demonstrating the superiority of our
approach in handling window queries.

Performance under different data skews. We explore the per-
formance of different subgraphs with varying skewness in a single
window query, as shown in Figure 14. Taking the SO dataset with
8 subgraphs as an example, we first set the maximum proportion
of different subgraphs in all subgraphs and then randomly divide
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the size of the remaining subgraphs. Under different data skewness,
the performance of MergeGraph does not change significantly. The
average difference between maximum and minimum performance
on four algorithms is only 5.60%. This indicates that our method
has high adaptability in different scenarios.

Performance for very wide time windows. Large window
ranges can lead to decreased performance because the proportion
from which we can directly benefit from intermediate results di-
minishes, and accessing too many discrete subgraphs increases the
overhead. To tackle this problem, we employ a recursive divide-
and-conquer strategy. For a large window range of length W, we
recursively partition the window into several sub-windows, con-
tinuing this process until the window size meets our operational
requirements. Subsequently, we merge the results of each window
layer by layer to produce the final result. Experiments show that
for large-range queries (on the order of one year), our approach
significantly outperforms the baseline, with an average speed im-
provement ranging between 1.54X and 31.93X.

Space overhead for storing transitional results. Consistent
pattern in our paper refers to the practice of querying different
windows using the same pattern. In such cases, we store the local
results of the query for each slice. For scenarios involving numerous
patterns, we save the local results of each query in each slice, which
may result in a certain space overhead. However, these results are
typically stored according to vertices, meaning their space complex-
ity is O(V), where V is the number of vertices, which is generally
much smaller than the number of edges in graph structures. In all
datasets, storing local results on average accounts for only 5.48% of
the total storage of the slices. Therefore, this cost is still considered
acceptable.

6.5 Discussion

Offline precompute overhead. We precompute the transitional
results within each slice during the data import phase, which incurs
a certain level of system overhead. However, we only compute
the transitional result once during data import, which does not
affect the latency of online queries. Moreover, we can reuse the
transitional result in subsequent window-based queries, effectively
amortizing this cost over multiple queries.

Application scope. This work focuses on supporting window-
based monotonic graph analytics in a data warehouse. We derive
performance gains primarily from two key aspects: First, We save
on computation by directly merging results from different data



slices, effectively reducing the need for repeated computations. Sec-
ond, we minimize the overhead associated with merging graph
structures, thereby streamlining the overall process. We cannot
consistently guarantee computation savings for standard graph
tasks that do not exhibit monotonic changes with subgraph merg-
ing. However, even for these standard tasks, we can still capitalize
on the benefits of performing computations directly on the dis-
crete graph storage architecture. This approach reduces the costs
associated with merging graph structures, thus improving overall
performance. We evaluate MergeGraph with the PageRank algo-
rithm, showing that it speeds up by 1.62-1.93x compared to the
state-of-the-art baseline. This demonstrates that MergeGraph can
also deliver performance improvement on general tasks.

Assumption of sharing vertices. This paper assumes that all
slices share the same vertex space, which facilitates the accurate
retrieval of local results and neighbors for the same vertex across
different slices. In practice, this assumption may not always hold,
and typically, a mapping from the actual vertex identifier to a com-
pact vertex ID is employed to align the vertex spaces of different
slices. Implementing this vertex ID mapping efficiently is another
crucial task [62]. However, such work is orthogonal to our research
and does not impact the optimizations we have developed.

Furture work. Although our approach successfully avoids the
overhead of merging graph structures, it remains unclear how to
combine the local results of individual slices to achieve accurate
outcomes while saving computation for non-monotonic graph tasks.
Furthermore, this paper assumes that the subgraph in each slice is
stored using a standard graph format (i.e., adjacency list). In real
world, they might exist in various forms, such as tables or key-
value pairs. Extracting graph data from different data stores and
integrating it with the work presented in this paper represents a
promising direction for future research.

7 RELATED WORK

Static graph system. Static graph systems [14, 16, 27, 28, 52, 55, 68,
70, 74, 82, 84, 88] are specialized for computation on unchanging
graph data. Some systems [27, 28, 52] are designed for parallel and
distributed computing, while others [68, 74, 82] target specific stor-
age and computation architectures. For example, PowerGraph [27]
introduces a sequential greedy heuristic approach to distributed
graph placement and representation that exploits the structure of
power-law graphs. Ligra [74] is a framework for implementing
graph traversal algorithms on shared-memory machines, which
implements graph traversal algorithms that operate on subsets of
vertices by mapping edges and vertices. Static graphs do not incur
data reconstruction overhead, which allows static graph systems
to achieve high efficiency through optimized data structures and
algorithms. However, they are best suited for scenarios where the
graph’s structure remains constant, as they are not tailored for
evolving graphs.

Evolving & streaming graph system. In contrast to static
graph systems, evolving and streaming graph systems analyze
dynamic graph data. Evolving graph systems [23, 32, 33, 41, 54,
59, 65, 78, 80] store snapshots of different versions of the graph.
They share analysis results among these snapshots to reduce re-
dundant computations and enhance the locality of the analysis
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process. RisGraph [23] achieves impressive query speed to sup-
port fast addition and deletion of edges by designing a new data
structure and using space for time. Tegra [34] provides support
for performing ad-hoc queries on arbitrary time windows of the
graph by introducing an in-memory intermediate state representa-
tion and compacting snapshots for arbitrary retrieval. Streaming
graph systems [4, 13, 17, 37, 56, 57, 61, 66, 71, 73, 81] maintain a
single version of the graph and the results of corresponding queries,
which are incrementally updated when a batch of updates is ap-
plied. The focus of these works is on incremental computation, i.e.,
how to update query results efficiently while ensuring correctness.
KickStarter[81], GraphBolt[57], and GraphFly[13] use techniques
based on tracking dependencies and propagating impact to support
efficient queries in the presence of deleted edges. CommonGraph [4]
improves the efficiency of querying by converting deletions to ad-
ditions, enabling shared additions among snapshots, and breaking
sequential dependencies in the streaming approach.

General data warehouse. A general data warehouse is a cen-
tralized repository that integrates data from various sources and
provides a unified view for data analysis and decision-making. It
typically supports data storage, processing, and query capabili-
ties for structured, semi-structured, and unstructured data [26, 51,
60, 83, 94]. General data warehouses are designed to handle large
volumes of data, provide efficient data retrieval and analysis, and
support complex queries and transformations. They are widely used
in industry and academia for business intelligence, reporting, and
advanced analytics tasks [5, 15, 25, 58, 75, 86]. However, applying
general data warehouses to graph data and graph computations is
still an emerging area of research. In this paper, we explore a class
of important graph-based query workloads in data warehouses,
specifically focusing on window-based monotonic graph analytics
for pattern-consistent queries.

8 CONCLUSION

This paper introduces MergeGraph, an efficient window-based
monotonic graph analytics system that minimizes computational
costs during online analytics by reusing transitional results from
each slice within the window. We began by carefully examining the
limitations of existing systems in handling such workloads and then
identified optimization opportunities based on real-world scenarios.
Subsequently, we presented a merge-continue-compute framework
to reduce computational overhead and a graph computation frame-
work based on discrete storage to mitigate the high cost of graph
merging. Our experimental results demonstrate that we achieve an
average speedup of 11.30X across various monotonic algorithms
compared to the state-of-the-art solutions.
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