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Abstract In this work we describe the construction of a plagiarism detection/text
reuse corpus submitted for the PAN-2015 Evaluation Lab. Our corpus consists of
four different text reuse scenarios namely, (1) no-plagiarism, (2) story-retelling,
(3) synonym-replacement and (4) character-substitution. Among these scenarios
the most interesting one is story retelling - through it we find patterns of tex-
tual similarity between story retellings. We use Grimm brothers fairy tales as
described in the Project Gutenberg as the source of our documents. The corpus
consists of 200 pairs of documents, with 50 document pairs for each type of
text reuse. Empirical observation shows interesting patterns of textual similarity
within the corpus. Furthermore, plagiarism detection using various approaches
shows the difficulty of detection of various groups within the corpus.

1 Introduction

The PAN Lab Evaluation Series [10] has been active in conducting experimental eval-
uation of plagiarism detection approaches since the past several years. This year in
PAN-2015 [9], the corpus construction task has been initiated for the text alignment
task - i.e., the participants have to submit a corpus with annotated passages involving
real and/or artificially generated samples of text reuse or plagiarism.

Text reuse detection has been a well researched area in the news domain [4]. In
this work we explore textual similarity in short stories. For this task, we submitted a
collection of document pairs that have annotated passages classified within four groups.
The source documents’ passages have been taken from various translations of Grimms’
fairy tales and are available on the Project Gutenberg [1] website.

The corpus consists of 200 document pairs with 50 document pairs each within the
following four different groups namely, (1) no-plagiarism, (2) (human) story-retelling,
(3) synonym-replacement and (4) character-substitution. The no-plagiarism group con-
tains completely different short stories that may share some genre-specific terms leading
to minor textual overlap. The story retelling group describes pairs of story fragments
taken from two different retellings by human writers. The third group, synonym re-
placement, describes story fragment pairs with replacement of words and phrases with
their synonyms. Finally, character substitution refers to technical disguise, where letters
in words are replaced with their look-alike unicode equivalent characters. Empirical ob-
servation reveals interesting similarity patterns within the corpus.



2 Corpus Construction

The corpus consists of documents from the Grimms fairy tales as available on Project
Gutenberg website. The corpus is small in comparison to other PAN corpora. This is
because the number of tales available within the Grimm’s collection ranges from a
maximum of 200 in some editions to less than 50 within other editions. In order to
have a balanced collection of documents within each group, our corpus consists of 200
document pairs, with 50 pairs for each group. Some statistics related to the passage
length within the corpus documents are shown in table 1.

Table 1. Statistics of passage sizes in the corpus (number of characters)

Passage Length No Plagiarism Story Retelling Synonym Replace Character subst

Number of Docs. 50 50 50 50

Maximum Length none 1160 765 729

Minimum Length none 285 259 220

Average Length none 590 497 455

Here, a passage is defined as a contiguous maximal-length sequence of characters
(or text) that consists of similar text between two versions. For corpus construction, we
selected passages from two versions of a tale that correspond to the same events, since
different versions of the same story may sometimes differ in details of events.

2.1 No plagiarism

The no-plagiarism group consists of stories that are completely different but may have
minor textual overlap due the occurrence of some genre-specific words. For this group,
we found ferret [6] trigram similarity for the the entire Grimms collection and chose 50
document pairs such that there was no other similarity within them.

2.2 Story Retelling

(Story) retelling is defined as “a new, and often updated or retranslated, version of a
story.”1. In this context, a question that appears on some internet forums or websites is:
“Is retelling an old fairy tale (or a short story) considered plagiarism?”2.

In this work we do not address this question definitively i.e., “Does story retelling
involve text reuse and/or plagiarism?”. Therefore, we use the term ‘textual similarity’
when referring to similar passages of text within two story retellings. However, from
the literature we see that Clough et al [4] remark that, “Of course, reusing language
is as old as the retelling of stories...”. This suggests a link between retelling of stories

1 http://dictionary.reference.com/browse/retelling [Last Accessed: 07-June-2015]
2 http://www.answers.com/Q/Is_rewriting_an_old_fairy_tale_considered_plagiarism [Last Ac-

cessed: 15-July-2015]



and reuse of language; consequently a story retelling may involve text reuse from the
original story, however we cannot claim this for a particular retelling.

In figure 1 we show fragments from two retellings of the story ‘King Thrushbeard’
(also called ‘King Grisly Beard’). Here we give a correspondence between sentence
fragments found between the two retellings:

1. (Fragment 1) The wedding of the King’s eldest son was to be celebrated.
(Fragment 2) The king’s eldest son was passing by, going to be married.

2. (Fragment 1) She thought of her lot with a sad heart.
(Fragment 2) She bitterly grieved.

3. (Fragment 1) She put in her jars to take home.
(Fragment 2) She put into her basket to take home.

We see that in pair 1, fragment 2 corresponds to a change of voice from fragment 1
with some modification; likewise in pair 2, fragment 2 corresponds to a summarization
of fragment 1, while the two fragments in pair 3 are exactly the same with minor word
replacement. It may be relevant to mention here that the original Grimm’s tales are in
the German language, with these two retellings being two different translated versions
in English. Earlier, Barzilay et al [3] have also extracted paraphrases from multiple
English translations of the same source text in English.

It happened that the wedding of the King's eldest son was to be

celebrated, so the poor woman went up and placed herself by the door of

the hall to look on.  When all the candles were lit, and people, each more 

beautiful than the other, entered, and all was full of pomp and splendour, 

she thought of her lot with a sad heart , and cursed the pride and 

haughtiness which had humbled her and brought her to so great poverty.

The smell of the delicious dishes which were being taken in and out

reached her, and now and then the servants threw her a few morsels of

them: these she put in her jars to take home.

She had not been there long before she heard that the king's eldest 

son was passing by, going to be married; and she went to one of the 

windows and looked out. Everything was ready, and all the pomp and 

brightness of the court was there. Then she bitterly grieved  for the 

pride and folly which had brought her so low. And the servants gave her 

some of the richmeats, which she put into her basket to take home.

Figure 1. Example of textual similarity in story retellings



2.3 Synonym Replacement

The third group in our corpus is synonym replacement. This refers to replacement of
words (and some phrases) with synonymous words and equivalents. For this purpose,
we initially used Wordnet [8] by searching for the synset corresponding to a given
word in the text and returning back the first available synonym. However the resulting
text was too far from the original in some cases. This technique can be improved by
incorporating the context in which a particular word appears as well as incorporating
word sense disambiguation. We plan to incorporate these changes to the corpus at a
later stage.

Since the size of the corpus is not large and words belong to a particular domain, we
created a customized list of synonyms for commonly occurring words and phrases in
the documents. While this approach certainly produced meaningful texts, it is may not
be scalable for large number of documents and/or corpora involving diverse topics. In
addition to these, we also removed some articles (a, an, the), and replaced alternate oc-
curences of some pronouns with proper nouns. Below we give an example of synonym
replacement:

1. (Fragment 1) The King, who had a bad heart, and was angry...
2. (Fragment 2) the monarch, who had a worse heart, and was enraged...

2.4 Character Substitution or Technical Disguise

Substitution of characters with their unicode equivalents in order to exploit the weak-
ness of a plagiarism detection approach is known as technical disguise [7]. In this work
we used a simple replacement of two of the most frequently occuring letters ‘a’ and ‘e’
with their Cyrillic equivalents [5]. Table 2 shows the correspondence between an ASCII
letter and its unicode cyrillic equivalent.

Table 2. The letters ‘a’ and ‘e’ with their cyrillic equivalents

Ansi Character Unicode Value Unicode Equivalent Unicode Value

a 92 a (Cyrillic) U + 0430

e 97 e (Cyrillic) U + 0435

Most word n-gram based approaches might fail to detect this type of obfuscation
since a unit of similarity in these approaches is a word. In the example shown below we
replace an ‘e’ with an ‘e’ and an ‘a’ with an ‘a’ to emphasize the change that happens.

1. (Sentence 1) Now there lived in the country two brothers, sons of a poor man, who
declared themselves willing to undertake the hazardous enterprise.

2. (Sentence 2) Now there lived in the country two brothers, sons of a poor man, who
declared themselves willing to undertake the hazardous enterprise.



3 Results and Discussion

We tested the corpus using the simple PAN Baseline approach as well as our hashing
and merging based approach [2] submitted to PAN-2014. Numerical results of preci-
sion, recall, granularity and overall plagdet score are given in Table 3, while a compar-
ison of the two approaches performance on various groups is given in Fig 2.

Table 3. Results of PAN Baseline and our hashing/merging approach on the corpus

Approach Overall No Story Synonym Character
Used Plag Retelling Replace Substitut

Plagdet
PAN Baseline 0.02593 1.00000 0.00492 0.07125 0.00000
Hash/Merge 0.26221 1.00000 0.10150 0.56686 0.00886

Precision
PAN Baseline 0.99632 1.00000 1.00000 0.99598 0.00000
Hash/Merge 0.98663 1.00000 0.99788 0.99923 0.00446

Recall
PAN Baseline 0.01313 1.00000 0.00246 0.00369 0.00000
Hash/Merge 0.15119 1.00000 0.05347 0.39565 0.61392

Granularity
PAN Baseline 1.00000 1.00000 1.00000 1.00000 1.00000
Hash/Merge 1.00000 1.00000 1.00000 1.00000 1.00000

From figure 2, we see that the two approaches performed very well in detecting
no-plagiarism and synonym replacement. However the overall score was low in case of
story retelling and is close to zero in case of character substitution.

Figure 2. Visual performance of various approaches based on the Plagdet Scores



4 Conclusion and Future Work

In this work we constructed a corpus in PAN format based on story retelling. We used
various translations of Grimms’ fairy tales in the construction of this corpus. The ques-
tion whether a story retelling involves text reuse has not been addressed in this work
comprehensively. However, given the nature of story retelling, it can be expected that
text reuse may happen in case of story retelling. Apart from story retelling our other
strategies were synonym replacement and character substitution in the form of techni-
cal disguise.

In future, this corpus can be improved upon by enhancing synonym replacement
with a comprehensive automatic paraphrasing strategy. Another possible area of explo-
ration could be to extend the domain of story retelling to modern short stories. Some
of the stories in our corpus contain archaic language or words, however this is to be
expected since we used versions of fairy tales that, unlike modern short stories, are in
the public domain.
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A Peer Review of Submitted Corpora

Detailed reviews of various corpora have been submitted earlier. Due to space limita-
tions, here we give a summary of corpora review as shown in table 4. Regarding the
errors,

– Synonym errors refer to an error in replacement of word by its synonym. Such a
replacement may make the resulting text somewhat incomprehensible.

– Demarcation Errors refer to errors in the alignment of the source and the suspicious
text. For example, the source text may be marked a few characters earlier or later
than it should have been. However, this is a minor error and might have also been
observed due to programming errors in creation of XML files, or in the viewer
program used for reviewing the corpora.

The average errors per document figure is given as a range, since definition of synonym
error is not precise – likewise demarcation errors might not be present at all, but may
have been observed due to the character set used.

Due to lack of expertise in language and/or non-availability of language resources,
review of non-English corpora could not be successfully carried out.

Table 4. Tabular Summary of Peer Review for Submitted Corpora

Corpus Mono/Bi Method of Documents Average Errors Observations
Name Lingual Construction Reviewed Per Document and Errors

alvi- Mono Refer to - - -
15 (English) Notebook

cheema- Mono Possibly ≈ 75 ≥ 0 • Meaningful names
15 (English) Automatic for obfuscation

+ Manual strategies needed.
• Synonym errors
may be present.

mohtaj- Mono Possibly ≈ 75 ≥ 1 • Synonym errors and
15 (English) Automatic demarkation errors

may be present.

palkov- Mono Possibly ≈ 75 ≥ 1 • Some grammatically
skii-15 (English) Automatic incorrect sentences.

asghari- Bi (Eng- No basis for < 10 N/A • N/A
15 Persian) judgment

hanif- Bi (Eng- No basis for < 10 N/A • N/A
15 Urdu) judgment

khoshna- Mono No basis for < 10 N/A • N/A
va-15 (Persian) judgment

kong- Mono No basis for < 10 N/A • N/A
15 (Chinese) judgment


