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ABSTRACT

Item features play an important role in movie recommender
systems, where recommendations can be generated by using
explicit or implicit preferences of users on attributes such as
genres. Traditionally, movie features are human-generated,
either editorially or by leveraging the wisdom of the crowd.

In this short paper, we present a recommender system for
movies based of Factorization Machines that makes use of
the low-level visual features extracted automatically from
movies as side information. Low-level visual features — such
as lighting, colors and motion — represent the design aspects
of a movie and characterize its aesthetic and style.

Our experiments on a dataset of more than 13K movies
show that recommendations based on low-level visual fea-
tures provides almost 10 times better accuracy in compar-
ison to genre based recommendations, in terms of various
evaluation metrics.

1. INTRODUCTION

Video-on-demand applications are characterized by the
large amount of new video content produced every day. As
an example, hundreds of hours of video are uploaded to
YouTube every minute.

Recommender Systems based solely on Collaborative Fil-
tering (CF) fail to provide reliable recommendations, as the
large number of newly produced movies have no or very few
ratings. Side information about movies (e.g., genre, cast)
can be exploited to help CF deal with the new-item prob-
lem [21]

A necessary prerequisites for CF with side-information
is the availability of a rich set of high-level descriptive at-
tributes about movies. In many cases, such information is
human-generated and prone to biases or errors.

In contrast to human-generated attributes, the content
of movie streams is itself a rich source of information about
low-level stylistic features that can be used to provide movie
recommendations. Indeed, by analyzing a movie stream con-
tent and extracting a set of informative features, a recom-
mender system can make personalized recommendations tai-
lored to the users’ tastes. This is particularly beneficial in
the new item scenario, i.e., when a new video is added to
the catalogue with absolutely no attributes available [19, 12].
While this is an interesting research direction, it has received
only marginal attention of the researchers in the field.
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In this paper, we show how to use low-level visual features
extracted automatically from video files as input to the rec-
ommendation algorithm. We have identified a number of
visual features that have shown to be very representative
of the users’ feelings, according to Applied Media Aesthet-
ics [23]. Our features are part of the low-level visual of a
movie, and are indicative of lighting, colors and motion in
the movies [9].

We have performed an exhaustive evaluation by compar-
ing the low-level visual features, w.r.t., a more traditional set
of features, i.e., genre. We have used one of the state-of-the-
art recommendation algorithm, i.e., Factorization Machines
(FM) [18], and fed it with either set of movie features. We
have computed different relevance metrics (precision, recall,
and F1) over a large dataset of more than 13M ratings pro-
vided by 182K users to more than 13K movie trailers. We
have used trailers (instead of full-length movies) in order to
have a scalable recommender system. In early works, we
have shown that low-level features extracted from trailers
of movies are equivalent to the low-level features extracted
from full-length movies, both in terms of feature vectors
and quality of recommendations [10, 11]. We have also
performed discriminative analysis, using both trailers and
full-length movies, in order to better understand the effec-
tiveness of each low-level visual feature, individually and in
combination with the others, on the performance of the rec-
ommender system. The analysis have shown high similarity
between the low-level features extracted from trailers and
full-length movies [10].

The results of this paper shows that recommendations
based on low-level visual features achieve an accuracy, al-
most 10 times better than the accuracy of genre-based rec-
ommendations.

This paper extends our previous work [10], where we pre-
sented some preliminary results obtained on a much smaller
dataset of 160 movies, and simpler recommendation algo-
rithm (a content-based algorithm based on cosine similarity
between items).

Our work provides a number of contributions to the re-
search area of movie recommendation:

e we propose a novel RS that automatically analyzes the
content of videos and extracts a set of low-level visual
features, and uses them as side information fed to Fac-
torization Machines, in order to generate personalized
recommendations for users

e we evaluate the proposed RS using a dataset of more
than 13K movies, from which we extracted the low-



level visual features

e the dataset, together with the user ratings and the
visual features extracted from the movies, is available
for download?.

2. RELATED WORK

Multimedia recommender systems typically exploit high-
level features in order to generate movie recommendation [5,
15, 6, 16, 7]. This type of features express semantic prop-
erties of media content that are obtained from structured
sources of meta-information such as databases, lexicons and
ontologies, or from less structured data such as reviews, news
articles, item descriptions and social tags.

In contrast, in this paper, we propose exploiting low-level
features to be exploited for recommendation generation. Such
features express stylistic properties of the media content and
they are extracted directly from multimedia content files
[10]. This approach has been already investigated in music
recommendation domain [2, 20]. However, it has received
marginal attention in movie recommendation domain.

The very few approaches in the video recommendation do-
main which exploit low-level features only consider scenarios
where low-level features are used jointly with high-level fea-
tures to improve the quality of recommendations. The work
in [22] proposes a video recommender system, called Vide-
oReach, which incorporate a combination of high-level and
low-level video features (such as textual, visual and aural)
in order to improve the click-through-rate metric. The work
in [24] proposes a multi-task learning algorithm to integrate
multiple ranking lists, generated by using different sources
of data, including visual content.

This paper addresses a different scenario [12], i.e., when
the high-level features are not available (e.g., in the new item
scenario). Accordingly, the proposed recommender system
can analyze the movies, extract a set of low-level visual fea-
tures, and use it effectively to generate personalized recom-
mendations.

3. METHOD DESCRIPTION

Video content features can be roughly classified into two
hierarchical levels:

High-level (HL): the semantic features that deal with the
concepts and events in a movie, e.g. the plot of a movie
which consists of a sequence of events.

Low-level (LL): the stylistic features that define the mise-
en-scene characteristics of the movie, i.e., the design aspects
that characterize aesthetic and style of a movie.

Recommender systems in the movie domain use HL fea-
tures, usually provided by a group of domain experts or by a
large community of users, such as movie genres (structured
features, high level). Our focus in this work is mainly on
the LL visual features. The influence of these elements in
the perception of a movie in the eyes of a viewer has been
observed in the works by [4, 13] and were identified in our
previous works [10, 11, 9]. The method used to extract
low-level visual features and to embed them in movie rec-
ommendations is composed of the following steps as shown
in Figure 1: (i) Video structure analysis, (ii)Video content
analysis, and (iii) Recommendation.
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Figure 1: Generic framework of our video analysis
system

Video structure analysis aims at segmenting a video into
a number of structural elements including shots and key
frames. Shots are sequences of consecutive frames captured
without interruption by a single camera. From each shot,
we extract the middle frame as the representative key frame,
inspired by [17]. Two classes of features are extracted in
the next stage, i.e., the video content analysis stage: dy-
namic features capturing the temporal aspects in a video
(e.g. object motion and camera motion) are calculated from
consecutive frame within each shot and static feature cap-
turing spatial aspect (e.g. color variance and lighting key)
are extracted from key frames. The visual feature vector f,
is composed of the following elements:

f, = (ZShnu’Cvao-fvnufﬁa /’Lafnnu‘lkvns) (1)

where L is the average shot length, jic, and o2, are the
mean and the standard deviation of color variance across key
frames, pm and p,2 are the mean of motion average and the
mean of motion standard deviation across all frames, gy is
the mean lighting key over key frames and ns is the number
of shots.

3.1 Recommendation algorithm

In order to generate recommendations using our low-level
visual features, we adopted a complex algorithm called Fac-
torization Machines (FM) [18]. FM is one of the most ad-
vanced predictors and it is a combination of well-known Sup-
port Vector Machines (SVM) with factorization models. FM
is a generic predictor that can work with any feature vec-
tor such as our visual features, or genre. It has been already
tested and has shown excellent performance in content-based
recommendation [14, 8], and high scalability in big datasets
[18]. FM computes rating predictions as a weighted com-
bination of the latent factors, low-level visual features, and
biases. FM models complicated relationships in the data.

We have used two baselines: genre-based FM, which uses
the item feature vector of length 19 (i.e., the number of
unique genres), and top-rated non-personalized recommender.

3.2 Normalization

After the extraction of the low-level visual features, they
have been normalized adopting 3 types of normalization:

Logarithmic: for every low-level feature (out of 7), the val-
ues of that feature is passed through a logarithmic function
(natural logarithm). This changed the distributions to be
approximately normal, as the original features in the dataset
had a distribution similar to log normal distribution.

Quantile: for every low-level feature, the values of that



feature are normalized by applying quantile normalization
[3]. This would change the distribution of all the features to
be similar.

Log-Quantile: for every low-level feature, the values of
that feature are normalized by applying logarithmic normal-
ization (natural logarithm). Then, quantile normalization is
applied to make the distribution of all the features to be
similar.

Finally, regardless of the normalization type, we scaled
the values of all features to the range of 0-1.

4. RESULTS

We have used the latest version of the Movielens dataset
which contains 22,884,377 ratings provided by 247,753 users
to 34,208 movies (sparsity 99.72%) [1]. For every movie, we
queried Youtube and downloaded the trailer, if available.
The final dataset contains 13M ratings provided by 182K
users to 13,373 movies classified along 19 genres: Action,
Adventure, Animation, Children’s Comedy, Crime, Docu-
mentary, Drama, Fantasy, Film-Noir, Horror, Musical, Mys-
tery, Romance, Sci-Fi, Thriller, War, Western, and un-
known. Low-level features have been automatically extracted
from trailers. We have used trailers and not full videos in
order to have a scalable recommender system.

4.1 Experiment 1: Normalization

In order to evaluate the effectiveness of different normal-
ization techniques for low-level features, we have fed the FM
model with the low-level visual features. Table 1 presents
the results of the evaluation. Different normalizations of the
data result in different performances of low level features.
Indeed, our observation shows that the best normalization is
log-quantile, which by far, outperforms the other two meth-
ods, in terms of all evaluation metrics, we considered. The
other two methods, have shown similar performance with no
significant differences.

These results may point out that the main difference be-
tween the best method and the other two is the adoption
of both logarithmic and quantile normalizations [3]. Indeed,
this may indicate that both logarithmic and quantile nor-
malizations are very necessary to be adopted to obtain the
visual low-level feature values that can well represent the
movie trailers, and at the same time, distinguish them from
each other.

According to these results, hereafter, we only present the
results of the best normalization method, i.e., FM visual-
low-level recommendation technique based on log-quantile
normalization, when performing comparison with the other
recommender baselines.

4.2 Experiment 2: Feature Comparison

Table 2 presents the results we have obtained from the
conducted experiments. As it can be seen, in terms of Pre-
cision, by far, the best technique is our proposed visual low-
level feature based FM. Our technique obtained precision
scores 0.0367, 0.0343, and 0.0286, while genre-based tech-
nique obtained scores of 0.0041, 0.0038 and 0.0040, for dif-
ferent recommendation size K at 5, 10, and 30. This result
is promising since it shows that our technique based on au-
tomatic extraction of low-level visual features can achieve
precision scores much better than genre-based recommen-
dation.

Similar result has been observed w.r.t. recall metric. In

terms of recall, our proposed technique, again similarly, have
achieved the best result. While recall scores of our technique
are 0.0272, 0.0488, 0.1176, genre-based FM obtained 0.0025,
0.0049, and 0.0170 for K at 5, 10, and 30. As expected,
the non-personalized top-rated recommendation technique
is the worst technique among all in terms of both precision
and recall metrics.

We have also computed the F1 metric. Comparing the
results, our proposed technique outperforms all the other
technique in terms of F1. It achieves 0.0312, 0.0403, and
0.0461 scores and genre-based FM achieves 0.0031, 0.0043,
and 0.0068 for K at 5, 10, and 30, which is substantially
greater than the genre-based technique. Again top-rated
technique achieves the worst result in terms of F1.

Comparing all these promising results, it is clear that our
proposed technique, i.e., recommendation based on FM algo-
rithm incorporating automatically extracted low-level visual
features performs almost 10 times better scores than the
recommendation based on rich source of expert-annotated
genre labels, in terms of precision, recall , and F1 metrics.

S. CONCLUSION AND FUTURE WORK

This work presents a novel approach in the domain of
content-based movie recommendations. The technique is
based on the analysis of movie content and extraction of
low-level visual features, fed to the Factorization Machine
algorithm as side information, in order to generate person-
alized recommendations for users. This approach makes it
possible to recommend items to users without relying on any
high-level semantic features (e.g., genre) that are expensive
to obtain, as they require expert level knowledge, and shall
be missing (e.g., in new item scenario).

The results of our evaluation show that recommendations
based on low-level visual features achieves almost 10 times
better accuracy in comparison to the recommendations based
on traditional set of high-level semantic features (i.e., genre).

For future work, we consider the design and development
of an online web application in order to conduct online stud-
ies with real user. The goal is to evaluate the effectiveness of
recommendations based on low-level visual features not only
in terms of relevance, but also in terms of novelty, diversity
and serendipity. Moreover, we will extend the range of low-
level features extracted, and also, include audio features. Fi-
nally, we will extend the evaluation to user-generated videos.
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