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Abstract. This paper presents a method to analyze discussions from
social network by using deep learning. We have prepared a new dataset
by collecting discussions from a social network and annotating remarks
of the discussion. The annotation consists of two types of labels for each
message: intention type and direction of intention. Using this dataset
and pre-trained word embeddings we have evaluated two neural network
structures. On the basis of evaluation, we chose a model to automatically
predict intention types and direction of intention of an arbitrary message
from any social network.
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1 Introduction

There is a currently growing interest in social network analysis due to the ex-
panded role of the latter. The fundamental trend is that people are mostly
communicating and collaborating inside these social networks. As the majority
of people now have at least one account at a social network and people commu-
nicate there via exchanging text messages, it seems to be extremely important
to be able to analyze this type of data and reveal its hidden properties.

One of the most popular formats of communication in a social network is a
phenomenon of a post. It is an arbitrary message, expressing thoughts and ideas
of a speaking person. Such a post usually appeals to people’s emotions and the
audience starts to actively discuss it by putting more and more comments. There
is a significant peculiarity of such discussions that the topic of the discussion
usually changes very fast and at the end is no longer connected with the subject
of the source post.

Why is it so important to predict the intention of the given text? The idea of
manipulating the discussion and the message it brings is currently an active area
of research in the field of political linguistics. Indeed, it is extremely important
to make sure that the dialog of the candidate for the place of the President with
the audience makes the right message and manipulation. Taking into account
the variability of discussion topic described earlier, it is vital to make sure that
the discussion still stays on the necessary path for the author of the post theme.



From our point of view, the first step in solving this task is to be capable of
predicting the intention of the speaker automatically.

At the same time, an increasing amount of publications in the sphere of
Internet texts analysis reveals quite interesting properties of modern texts. In
particular, every speech act has its own intention - the aim and will to express
any idea. In addition to it, each intention has its own direction, which means
that any phrase of the social network user can be directed towards the author,
himself etc. More importantly, due to a huge amount of these texts, it is quite
easy to collect a large database which is vital for modern means of data analysis.

While the debate over the intent analysis seems to gain popularity, there is a
gap in absence of mathematical models and applied instruments for automated
prediction of the intention. Although there are existing studies of making text
classifiers, the task of predicting the intention of the given arbitrary text stays
unaccomplished.

We consider a building machine learning algorithm to predict intentions in
social network. Our main contribution is the following:

1. Make specific dataset with each remark of the discussion annotated;
2. Annotation consists of two types of labels for each message: intention and

direction of intention;
3. Successfully apply machine learning algorithm to predict intention and di-

rection of intention;

The remaining part of the current study is the following. In Section 2 we will
give the detailed overview of the existing approaches and significant theoretical
trends. Further, in Section 3 we will describe the experiment methodology we
elaborated to perform experiments. The detailed overview of the deep learning
architecture will be given in the Section 4. Results of the proposed approach
will be shown in the Section 5. Finally, we will make a conclusion and further
research directions analysis in the Section 6.

2 Related Works

A foundation of our research is dual. First, it is based on the research in a
psychology of communication. Second, we use modern methods for automatic
natural language processing.

Let us start from psychology. Early works go back to at least sixties of last
century when J. Austin and J. Searle [1, 10] made the theory of speech acts.
J. Austin classifies speech acts into three types: locutionary, illocutionary and
perlocutionary acts. Our research deals only with illocutionary acts in the field
of political discourse. Like some other researchers [14] we use a finite set of
intention types. Oleshkov M.Yu. proposed to typify not a speech acts, but to
typify a communicative strategy as a general goal of speech act [8]. We use his
set of intention types with additions, proposed by Radina N.K. [2]

The task to automatically identify a type of communicative strategy from
the finite set of types can be formulated as a classification problem. A classifica-
tion problem of short messages is a well-known problem in the natural language



processing field. This problem is traditionally solved by using machine learning
approaches. For instance, sentences can be classified according to their readabil-
ity using prebuilt features and SVM, Random Forest, Classification and others
[4]. Short messages from social networks can be classified according to its senti-
ment polarity [5].

A recent success of neural networks application showed that transfer learning
allows to improve classical machine learning methods. [12, 3]. Essentially it is
important when training dataset is too small. That is why in our study we
decide to use neural networks as a classifier.

3 Experiment Methodology

3.1 Dataset Creation

One of the key elements of our research was a creation of the appropriate dataset.
It was decided to use the most popular Russian social network - VKontakte1 as
the source of discussions and texts. Raw data was downloaded using VKMiner
program2. However, we performed rigorous filtering of these discussions. In par-
ticular, all the discussions with the phrase quantity less than 40 were rejected as
well as meaningless comments, e.g. empty messages or photos instead of texts.

There is no doubt that the expert labeling of each text in accordance with the
intention class that it represents is important [8]. Moreover, as we have already
mentioned, it is vital to also mark the direction of the intention[2]. That is
why during the labeling process, experts used both the letter, which represents
the intention type, and the digit, which represents the direction of the given
intention. Such a labeling shifts focus from traditional methodology of intention
analysis to the hybrid one, which enables the opportunity to classify the text
very precisely from an intentional point of view.

The way how the given dataset was used in building the automatic intention
classifier will be described in the next section.

3.2 Classification Settings

To predict intentions automatically from a finite set of intentions we should
create a classifier of a user message. Oleshkov M.Yu. proposed 25 intention types
[8]. Radina N.K. proposed to group these intention types into 5 supertypes [2]
according to Habermas as shown in Table 2. Additionally we have 4 directions
of the intention shown in Table 1. Therefore, we have the following classes:

– 25x4 = 100 intention types and directions;
– 25 intention types;
– 5 intention supertypes;
– 4 directions of the intention;

1 http://vk.com
2 https://linis.hse.ru/soft-linis



As the classifier, we use two types of neural networks with traditional ar-
chitecture for text classification task. To evaluate results of classifier we use
precession, recall, and f-measure score.

Table 1: Intentions classification by direction

No. Meaning Example

1 ”I”/”We” - the comment author about themselves and ”us”
I disagree
I think
We can together etc.

2 ”They” - author(s) of the article/post
They are right
They are not right
They do wrong etc.

3 ”They” - other comment authors
They do not understand
They talk nonsense etc.

4 Someone/Something in general, not ”I”/”We”, not ”They”
Russia
the USA
capitalists etc.



Table 2: Intention types and supertypes

Information
reproducing type,
To Reproduce the observable
in speech

Emotionally
consolidating type,
Suggestion of
the own world picture
for cooperative
collaboration

Manipulating type,
Social
domination,
hierarchy establishment

Order-
directive type,
To encourage adressee to
an action, make
changes in the fragment
of reality

Control-
reactive type,
To express evaluative
reaction regarding
the situation

A
Surprise
Question

F Selfpresentation K Abusement P

Inducement
to a positive
action/
recomendation

U
Acceptance
Accolade

B
Showing
disagreement
Hesitation

G

Attention
attraction
(discourse,
rhetorical questions)

L
Frightening,
threats

Q
Solicitation
to negative

V
Sarkasm
Malevolence

C
Aggreement
expression
Support

H
Auditorium
aussuagement
Reassurance

M
Discredit
(authority disruption)

R Accusation W Criticism

D
Non-acceptance,
rejection from
communication

I
Forecasts,
claims for truth

N
Force demonstration
(without obvious threat)

S
Consequencies
caution

X Irony

E
Commiseration,
sympathy

J
Justification
(as self-justification,
e.g. without accusation)

O
Moralisation,
homily

T
Accusation
offset
(if is accused)

Y Exposure



4 Deep Learning Architecture

In this section, we briefly describe our choice of architecture, a regularization
method and a training algorithm.

4.1 Embeddings

The idea of representing each word in a text or whole texts as vectors have
come to occupy the central place in modern methodologies of text analysis. Such
vectors, which represent words, are called embeddings, and can be easily trained
with word2vec, Glove etc. [7, 9]. In general, these vectors can be trained on the
given dataset, however, the dataset needs to be quite big, e.g. Russian Wikipedia,
which includes 600 millions of words, can be used, to provide sensible results.
Although our final dataset contains 21192 texts, there are also 100 classes, which
means that there is not enough data to train our word vectors on. That is why it
was decided to use the existing embeddings collection3 trained on the Ruscorpora
[6].

However, exploration of the given embeddings resulted in the necessity of
preprocessing each word from the source dataset in a way there is a matching
vector in the embeddings collection. In particular, each word has to be in a form
”infinite form + form name”, e.g. ”ran” should be translated to ”run Verb”.
This processing required the use of the automatic tool capable of performing the
morphologic analysis of each word in a given text. As a part of this research, the
MyStem4, a tool developed by Yandex, let us make necessary word forms and
reuse already trained embeddings.

4.2 Convolution Layers

Convolutional neural network are state-of-the-art semantic composition models
for text classification task [13]. We use three series-connected composition cells
with maxpooling.

4.3 Recurrent Layers

Recurrent layers are proved to be useful in handling variable length sequences
[13]. We use two series-connected long short-term memory (LSTM) cells to com-
pute continuous representations of tweets with semantic composition.

4.4 Regularization

We use dropout as the regularizer to prevent our network from overfitting [11].
Our dropout layer selects a half of the hidden units at random and sets their
output to zero and thus prevents co-adaptation of the features.

3 http://rusvectores.org/en/models
4 https://tech.yandex.ru/mystem/



(a) Structure of the LSTM network.

(b) Structure of the CNN network.

Fig. 1: Structure of the networks utilized in experiments (LSTM, CNN).

4.5 Training Algorithm

We initialize our embedding layer with the help of pre-trained vectors on the
Russian National Corpus and Russian Wikipedia. Other layers in our neural
networks were initialized randomly. Then we trained them on the train subsets
using Adam method for stochastic optimization of an objective function.



5 Results

In the part to follow the experimental results will be shown in Table 3 as well
as the detailed explanations.

The anticipated results are intended to bring capabilities to solve classifi-
cation task of using two models (CNN 1b and LSTM 1a) in the foreground.
Firstly, both models were used to predict the class of the intention by the given
text and the result is quite poor for all models (accuracy less than 0.05). This
proves the hypothesis that the dataset used is too small (21192 texts) for such
a huge number of classes (100 classes). Considering this fact it was decided to
continue experiments with fewer classes. The authors elaborated three strategies
to overcome this obstacle.

The first strategy was to try to predict only the intention type. Instead of
trying to predict one of 100 classes, we can try to predict only 25 based on
the general classification of intention types - Table 2. This experiment brought
us to slightly better results, although the top accuracy was still lower that 0.1.
In the second strategy, we made an attempt to predict only the direction of the
intention. In this case, models should have predicted one of 4 classes of intentions
direction - Table 1. The validation of the second strategy hypothesis proved that
the main reason of low prediction performance in previous attempts was the huge
gap in a concordance of the dataset size and number of classes to predict. The
final strategy was to try to predict the intention type by a supertype. Indeed,
the intention classification by Habermas (Table 2) provides the way of joining
intentions types in 5 supertypes. The results of this experiment showed that
when trying to predict one of 5 supertypes, both models can correctly classify
intentions of every third text.

Taken together, the interim results lead us to the conclusion that LSTM
model over-performs the CNN model in almost all cases, although it usually
takes much more time to train LSTM model even for several epochs and brings
us to the conclusion that LSTM is much more suitable architecture for text
classification tasks and quite expensive from the computational standpoint.

Finally, the creation of the first-ever dataset in Russian language labeled ac-
cording to the specific intentions types and the directions is extremely important.
The dataset contains 21992 items, which represent 100 classes. Also, the trained
model and the source code are available publicly for usage and enhancement5

under the business-friendly license (MIT).

6 Conclusion

The aim of this research was to find a model, suitable to predict intentions of
users which they express in discussions in social networks. We have prepared
a new dataset by collecting discussions from a social network and annotating
remarks of the discussion. The annotation consists of two types of labels for

5 https://github.com/demid5111/intentions-analysis



Table 3: Experimental results on CNN and LSTM in dependence with the epoch
quantity

Intention
supertypes

Directions of the
intention

Intention types
Intention types
and directions

num. of classes 5 4 25 100

LSTM CNN LSTM CNN LSTM CNN LSTM CNN

num. of epochs 5 20 5 20 5 5 100 5

precision 0.35 0.06 0.63 0.36 0.07 0.01 0.06 0.01
recall 0.35 0.24 0.65 0.60 0.15 0.10 0.05 0.07

f1-score 0.34 0.09 0.63 0.45 0.08 0.02 0.05 0.01

each message: intention and direction of intention. All discussions were dedicated
to political topics. Using this dataset and retrained word embeddings we have
built two models of a neural network to automatically predict an intention of
an arbitrary message from any social network user. Experimental results showed
that model based on LSTM allows to obtain better results. The classification
by the directions of intention showed the best accuracy. We explain it not only
by a low number of classes, but because of the fact that directions are often
represented using explicit words.
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