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Abstract. In this paper, we describe our method for generating the an-
swers for questions based on medical images, in the ImageCLEF VQA-
Med 2018 task [7][5]. Firstly, we use some image enhancement method-
s like clipping and questions preprocessing methods like lemmatization.
Secondly, we use Inception-Resnet-v2 model (CNN) to extract image fea-
tures, and use Bi-LSTM model (RNN) to encode the questions. Finally,
we concatenate the coded questions with the image features to generate
the answers. Our result was ranked secondly based on the BLEU, WBSS
and CBSS metrics for evaluating semantic similarity, which suggests that
our method is effective for generating answers from medical images and
related questions.

Keywords: VQA-Med · Inception-Resnet-v2 · Bi-LSTM · Attention
mechanism.

1 Introduction

Visual question answering (VQA) is the task of generating textual answers for
questions based on the contents of images. The VQA system takes images and
questions as input, and combines the information of the input to generate read-
able answers as output. To generate the answers of specific questions, the VQA
system needs to understand the content of the images and to get related back-
ground knowledge, which involves natural language processing and computer
vision techniques. On the other hand, with the increasing of pouring attention
into the medical domain, the combination of VQA and medical domain has be-
come an extremely interesting challenge. It can not only provide a reference of
diagnosis to the doctor, but also allow the patient to obtain health information
directly, thereby improving the efficiency of diagnosis and treatment. Existing
systems like MYCIN [13] have been able to simulate the diagnostic process and
generate treatment plans based on relevant medical knowledge and a series of
rules.

This paper aims to generate readable answers in the ImageCLEF VQA-Med
2018 task. The dataset involves a variety of medical images, related questions
and answers. We divide the data into two parts as input. We use some image
enhancement methods, and generate the image features by pre-trained CNN



model. As for the part of the questions, we use kinds of text preprocessing
methods like lemmatization, and after that, encode the questions by RNN model.
Then, we add attention mechanism to the model. At last, we formulate simple
rules on the output and generate reliable answers.

The rest of this paper is organized as follows. Section 2 briefly reviews the
related work of VQA-Med task. Section 3 describes the analysis of data sets and
methods used for generation in details during the experiment. We report our
experiment result and evaluation in section 4, and conclude this paper in section
5.

2 Related work

A very close study to the VQA-Med task is the VQA challenge1. The VQA chal-
lenge has been held every year since 2016. The data set is based on open domain
and includes more than 260 thousand images and 5.4 questions on average per
image.

Kafle K et al. [8] and other researchers summarized quite a few methods for
VQA. The majority of them used recurrent neural networks such as LSTM to
encode questions, and used deep convolutional neural networks such as VGG-
16 to focus on image recognition in advance. On the basis of these, there were
variant models such as attention mechanisms [17], neural modules [1], dynamic
memory [10], and even the addition of external knowledge bases [16], to improve
the accuracy of the answers.

Deep convolutional neural networks [9] (CNN) can be used to extract the
features of an image and identify the objects in it. The Inception-Resnet-v2
model [15] is one kind of advanced convolutional neural network that combines
the inception module with ResNet. The remaining connections allow shortcuts
in the model to make the network more efficient.

Elman J L [3] first used a recurrent neural network (RNN) to handle se-
quences problems. Nevertheless, context information is easily ignored when RN-
N processes long sequences. The proposal of LSTM [6] alleviated the problem
of long-distance dependence. Furthermore, the researchers also found that if
the input sequence is reversed, the corresponding path from the decoder to the
encoder will be shortened, contributing to network memory. The Bi-LSTM mod-
el [4] combines the two points above, and makes the result better.

On the other hand, there have been many Computer-aided diagnosis systems
in medical imaging [2]. However, the majority of them are dealing with single-
disease problems, and mainly concentrated on easily-determined regions such as
the lungs and skins. The progress of the complex parts is slow. Compared with
detection technology, the global lesions and structural lesions are still intensely
difficult for the machines to learn.

The VQA-Med task differs from the VQA challenge in that it requires the
understanding of different kinds of medical images with different body parts.

1 http://visualqa.org/index.html



3 Methodology

3.1 Dataset analysis

Training Validation Test

Images 2278 324 264
Questions 5413 500 500
Answers 5413 500

Table 1. Statistics of VQA-Med data

The dataset of VQA-Med task consists of more than two thousand images,
containing several kinds of medical images, such as computed tomography, mag-
netic resonance imaging, positron emission tomography, etc. However, compared
to the open field VQA dataset, the number of training examples in the VQA-Med
task is very small. For the deep learning models of VQA, which usually contain
millions of parameters, the learning process would converge quickly with high
bias, i.e. overfitting. Table 1 shows the statistics of the data. From the train-
ing set, there are an average of 2.4 questions per image, and a maximum of 7
questions per image. This ratio is even smaller in the validation set and test set.
Additionally, there is only one reference answer for each question, which has a
great limitation for answers generation.

Fig. 1. Distribution of VQA-Med question types

Fig.1 shows statistics about different types of questions. The number of ques-
tions started with word “what” is large in three datasets, while the questions



asking positions and other questions, including Yes-no questions, occupy relative-
ly small proportions. Moreover, the proportions of questions in the three datasets
are also quite different. Therefore, it is difficult for computers to learn the char-
acteristics from the questions in small proportion in the course of training, and
the performance in validation and test may not be as good as we expected.

Fig. 2. Distribution of VQA-Med text sequences

We count the sequences of questions and answers. As shown in Fig.2, the
sequence length of the questions is obviously longer than the answers. In fac-
t, many of the answers are just phrases and cannot form complete sentences.
Through horizontal comparison, we can find that the length of sentences in the
training set is longer than that of the validation set. To prevent too slow training
due to the long sequences, and to prevent loss of information due to the short
sequences, we fix the length of the training sentences to 9 words. This length of
sentences allows us to reserve the contents of most of the questions and answers.



Specifically, the “empty” words will be filled up at the end of the short sentences,
and only the beginning 9 words will be reserved for the long sentences.

Fig. 3. Distribution of VQA-Med text Word Frequency

After merging all the questions and answers separately, we calculate the word
frequency in Fig.3. In order to ensure the effectiveness of training, we plan to
remove low-frequency words. Considering that it is appropriate to control the
dictionary size of questions or answers within one thousand, we eventually set
the words whose frequency is less than 5 as low-frequency words.

3.2 Preprocessing

For images, we use Inception-Resnet-v2 models to generate their features. In
order to reduce the overfitting case, we adopt some image enhancement methods.
Considering there are position judgments in the task, we reconstruct the picture
with exceedingly small random rotations, offsets, scaling, clipping, and increase
to 20 images per image (Fig.4).

For questions, we adopt some methods like stemming and lemmatization to
alter verbs, nouns, and other words into original forms, to prevent overfitting.
Furthermore, there is a situation that both full name and abbreviation coexist,
like “inferior vena cava” and “IVC”. We have changed all these medical terms
into abbreviation. There are also a lot of pure numbers and combinations of
numbers and letters. Therefore, the combinations of letters and numbers used
to represent positions are mapped to an “pos” token, and the pure numbers are
mapped to an “num” token, so as to reduce information complexity.



Fig. 4. An example of original (left) and enhanced (middle and right) images

In addition, we try to remove useless information such as stop words. Ac-
cording to the word frequency distribution in data analysis, we remove the low-
frequency words to ensure training efficiency. In the meanwhile, we establish the
dictionaries separately and make sure that the sizes of the dictionaries are both
within one thousand.

There are some high-frequency verbs like “show” that emerge in almost ev-
ery question. Several less useful adjectives like “large” also appear in questions
from time to time. To cooperate with image enhancement methods, these verbs
and adjectives are removed in the questions each time, so that each question is
enhanced to 20 questions, and the answer remains unchanged at the same time.

The preprocessing of the answers is simpler than that of the questions. We
use lemmatization and removing stop words. Besides, we create dictionaries sep-
arately and make sure that the sizes of them are within one thousand, just like
questions part. However, the difference is that the low-frequency words in an-
swers would be replaced by “abnormality” instead of simply removing them.
Words with numbers have not been replaced. And the output sequences are the
same as input sequences.

3.3 VQA-Med model

The basic model we build is to combine Inception-Resnet-v2 with Bi-LSTM.
Firstly, as shown in Fig.5, the medical images are transformed into the fea-
tures through the Inception-Resnet-v2 network. The pre-training weights of the
Inception-Resnet-v2 are based on the Apache License2. Secondly, the questions
are fed to the embedding layer and the Bi-LSTM layer. The last time step out-
put of the Bi-LSTM layer is reserved as the question encoding features. Thirdly,
after concatenating the features of images and questions, we use another Bi-
LSTM layer. And this time the output returns decoded sequences. Finally the
fully connected layer outputs the predicted sequence with “softmax” activation.

2 https://github.com/tensorflow/models/blob/master/LICENSE



Fig. 5. Initial model without attention mechanism

The loss function of the model we selected is categorical cross entropy, using
the following formula:

H(T, q) = −
n∑

i=1

1

N
log2 q(xi) (1)

where N is the size of validation set, and q(x) is the probability of event x
estimated from the training set.

Considering that the overfitting is severe with small amount of training data,
we adopt a dropout value of 50%, a L2 regularization in the Bi-LSTM layers and
a batch normalization after the Bi-LSTM layers. However, we find that there are
some problems with the syntax and semantics of the generated answers, which
is not satisfactory. In particular, the overfitting problem still exists.

Fig. 6. Improved model with attention mechanism

To solve this problem, we add attention mechanism and modify the model. As
shown in Fig.6, the image features are converted by Inception-Resnet-v2 network,
as in the previous model. Then, we use a dense layer and a repeat vector layer
to deal with the image features. The questions are trained in a Bi-LSTM layer
after an embedding layer and return the sequences directly, with a 50% dropout
rate and a batch normalization. We adopt the attention module to integrate
the features of the images and the questions. After that, we concatenate the



outcomes of attention module with the question features. Eventually, the full-
connected layer outputs the predicted sequences with “softmax” activation.

We also added several simple rules to the output to make the generated
answers more reasonable. It may be due to the fact that the word frequency
of prepositions is relatively high, some of the generated answers have succes-
sive and repetitive prepositions outputs. Thus, we choose to delete these extra
prepositions. In addition, for the answers of Yes-no questions, there is a case in
which “yes” or “no” is output at the same time with other words unrelated. We
choose to delete these extra words as well.

4 Experiment

4.1 Model selection

Fig. 7. Accuracy and loss of initial model(top); Accuracy and loss of improved model
(bottom)

Based on the performance of VQA-Med on the validation set, the parameters
are set as follows. The size of dictionary is 1000, and the length of sequences
is 9. The hidden size of Bi-LSTM is 128. And the batch size of training is 256.



The metrics method is categorical accuracy. We use the ADAM optimizer with
β1 = 0.9, β2 = 0.999, ε = 10−8.

We set the epoch to 300, and the training process is shown in Fig.7. The
accuracy of the validation set and the degree of overfitting are both better than
that without attention mechanism. The final loss of no-attention-model is over
8 while that of attention-model is about 4.5, which means it is effective to add
attention mechanism.

The final result we submitted is using training set and the validation set to
participate in the training.

4.2 Evaluation

The following evaluation methods are employed for evaluating the VQA-Med
results.

Bilingual evaluation understudy [12] is an auxiliary tool for assessing the
quality of bilingual translations. It is used to determine the degree of similar-
ity between sentences translated by machines and by humans. BLEU uses the
matching rule of N-gram to calculate the proportion of similarity between two
sentences. Actually, it is to calculate the frequency of two sentences co-occurrence
words. This tool is fast, and the results are also close to human evaluation scores.
Nevertheless, there are also deficiencies. For instance, it is easily interfered by
frequent words, cannot consider synonym expression, and do not consider gram-
matical accuracy. In this task, the method is used to compare the similarity
between the generated answers and the referenced answers.

Word-based Semantic Similarity method is used to measure the semantics
similarity between the generated answers and the factual answers at the word
level by tokenizing predictions and real answers as words. This algorithm is
recently used to calculate the semantic similarity in the biomedical domain [14].

Concept-based Semantic Similarity is similar to WBSS as described above.
The difference is that this metric is to extract the biomedical concepts in the
predictions and the real answers respectively, then construct a dictionary. After
vectorizing the words and calculating the cosine between them, the similarity
could be expressed.

BLEU WBSS CBSS

Improved model without output rules 0.103070853 0.147733901 0.3236155
Basic model with output rules 0.106454315 0.159756011 0.334431201
Improved model with output rules 0.134830654 0.173731936 0.329503441

Table 2. Scores of VQA-Med task submissions

The scores of our task submissions are shown in Table 2. As can be seen
from the table, the use of output rules is crucial: the scores of all three evalu-



ation methods drop if it is removed. Attention mechanism is also a significant
component that improves BLEU and WBSS scores.

Most of the generated results are phrases, such as “right region” and “anterior
part bladder”. However, since there are no medical imaging professionals who
can provide suggestions for the improvement of our process, the results may
differ from the actual situation.

5 Conclusion

In this paper, we described our participation in ImageCLEF VQA-Med 2018
task, which is a problem of answering questions for the medical domain. We
use images and questions enhancement preprocessing. We adopt the VQA-Med
model introduced above during the training. Our result has a BLEU score of
0.135, a WBSS score of 0.174 and a CBSS score of 0.330. As can be seen, due to
the small number of datasets, it is difficult to generate highly accurate answers
without using external data.

Our future work will focus on making the answers more accurate. In the pre-
processing section, we can classify the medical images and train them separately.
External data and relevant medical knowledge can be used in data enhancement.
As for the model, we consider to use other new methods, such as Hierarchical
Co-Attention model [11] to improve the accuracy of answers.
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