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Abstract. In the context of the Internet of Things (IoT), intelligent sys-
tems (IS) are increasingly relying on Machine Learning (ML) techniques.
Given the opaqueness of most ML techniques, however, humans have to
rely on their intuition to fully understand the IS outcomes: helping them
is the target of eXplainable Artificial Intelligence (XAI). Current solu-
tions – mostly too specific, and simply aimed at making ML easier to
interpret – cannot satisfy the needs of IoT, characterised by heteroge-
neous stimuli, devices, and data-types concurring in the composition of
complex information structures. Moreover, Multi-Agent Systems (MAS)
achievements and advancements are most often ignored, even when they
could bring about key features like explainability and trustworthiness.
Accordingly, in this paper we (i) elicit and discuss the most significant
issues affecting modern IS, and (ii) devise the main elements and related
interconnections paving the way towards reconciling interpretable and
explainable IS using MAS.
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1 Introduction

In the current decade, Internet of Things (IoT) systems, devices, and frameworks
boomed, demanding contributions from both industry and academia. People’s
daily lives are getting entangled with uncountable cyber-physical devices capable
of sensing, acting, and reasoning about the surrounding environment and who
populates it. This leads to an intriguing set of socio-technical challenges for the
Artificial Intelligence (AI) researchers and practitioners. The complexity of the
IoT systems is increasing at a fast pace, employing underlying AI techniques such
as Machine Learning (ML) in the system core mechanisms to analyse, combine,
and profile heterogeneous sets of data. For instance, virtual assistants such as
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Alexa, Cortana, Siri, or Google Home [19] exploit ML to improve a seamless vocal
interaction and refined recommendation systems; Nest, the smart thermometer
from Google, uses ML to learns from the user’s habits. Moreover, such devices can
interact with each other, thus increasing the input data-types and the overall
complexity that the system has to deal with. The effect of such a deep and
pervasive adoption of IoT within the productive and service fabrics of human
societies is that AI and ML are going to control – or at least affect – an ever
increasing number of aspects of people’s lives.

The benefits of such AI-powered evolution are remarkable. Industries can now
reach a novel degree of automation, whereas customers can now enjoy a plethora
of new services mediated by their devices, as data and services now can fuel
unprecedented business opportunities and markets. However, such a transition
is unlikely to occur without costs. Besides ethical and sociological issues, the
current usage of AI is far from being socially acceptable. In particular, the recent
hype on ML, Deep Learning (DL), and other numeric AI methods – commonly
referred as “third AI spring” – has led to a situation where several decisions are
delegated to subsymbolic predictors out of human control and understanding—
as demonstrated by the many cases where they blatantly misbehaved [11,15,9].

Furthermore, as broadly acknowledged by many research communities, we
argue that the development process of current intelligent systems is flawed by
the following issues:

Lack of generalisation — Most tasks in AI require very specific modelling,
design, and development/training process. As a result, the integration, com-
bination, and comparison of different – yet similar – methods in AI is either
impossible or achieved through highly human-intense ad hoc (thus not scal-
able/extendable) system design.

Opaqueness — When numeric (data driven) methods are exploited, predic-
tions come without an understandable motivation—or, more generally, with-
out a model. Unfortunately, in most applications, data scientists only care
about predictive performance and generalisation capability. However, the
adoption of opaque methods or predictors reduces the scope of application
of intelligent systems—possibly due to either practical or legal constraints,
and, more concerning, to the lack of trust manifested by people and organi-
sations.

Lack of automation (in the development process) — Despite AI is a tool ul-
timately adopted to seek automation, the training process of most numeric
predictors is far from being automatic. The experience and the background
of the data scientist are still heavy discriminants for the overall predictive
performance. Methodologies and guidelines do not ensure any success in the
general case, and a lot of trials-and-errors are typically unavoidable.

Centralisation of both data and computation: it is often required or preferred
given the centralised nature of most algorithms or the legal constrains data
is subject to. Centralisation poses severe technical limitations to the way
data is managed, and to the design of computing systems.
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Both the industry and the academia tend to tackle such problems individually,
without looking at the whole picture. As a result, most of research activities
focus on: (i) creating ad-hoc integration of AI sub-systems tailored on specific
problems; (ii) developing techniques easing the interpretation of specific numeric
predictors/predictions, exploiting results from the eXplainable AI (XAI) research
area [18]; (iii) improving AI/ML performances in specific problems; (iv) setting
up custom parallel or distributed implementations of specific AI methods—which
may easily result in overly complicated solutions if legal constrains on data
location have to be enacted. Accordingly, we believe that such trends actually
slow down the identification of a general and comprehensive solution.

In this paper we claim that Multi-Agent Systems (MAS) [14] have the po-
tential to provide a general – both conceptual and technical – framework to ad-
dress most of the aforementioned issues. MAS are composed of several (possibly
distributed) intelligent software (or cyber-physical) agents prone to automatic
reasoning and symbolic manipulation. We argue that such agents can be em-
ployed to: (i) dynamically provide interpretations and explanations for opaque
systems, (ii) ease the integration among different solutions/components for sim-
ilar tasks or predictors, (iii) increase the degree of automation characterising the
development of intelligent systems, and (iv) support the provisioning of machine
intelligence even in those (possibly distributed and decentralised) contexts where
data cannot be moved due to technical or legal limitations. Moreover, MAS can
be fruitfully combined with methods for symbolic knowledge extraction (out of
numeric predictors) [2,12], and Distributed Ledger Technologies (DLT, a.k.a.
blockchains [4,10]).

Contribution. This paper drafts a long-term research line supporting our claim.
In particular, we provide a i∗ [27] formalisation of the foreseeable research ac-
tivities and the dependencies among them.

The reminder of this paper is organised as follows. Section 2 recalls the main
research topics to be involved and combined in our research activity. Section 3
presents and discusses the aforementioned i∗ modelling. Finally, Section 4 pro-
vides some remarks and concludes the paper.

2 State of the Art

2.1 eXplainable Artificial Intellingence (XAI)

Modern intelligent systems (IS) often leverage on black-box predictive models
which are trained through ML or DL, or other numeric approaches. The “black-
box” expression refers to models where knowledge is not explicitly represented
[21]. As a consequence, humans have difficulties (or, have no way) to understand
that knowledge, and why it led to suggest or undertake a given decision. Obvi-
ously, troubles in understanding black-boxes content and functioning prevents
people from fully trusting – therefore accepting – them. In contexts such as med-
ical or financial, having IS merely suggesting / taking decisions is not acceptable
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anymore—e.g., due to ethical and legal concerns. For example, current regula-
tions such as the GDPR [26], ACM Statement on Algorithmic Transparency and
Accountability [1], and the European Union’s “Right to Explanation” [16], de-
mand IS to become understandable in the near future. In fact, understanding IS is
essential to guarantee algorithmic fairness, to identify potential bias/problems in
the training data, and to ensure that IS perform as designed and expected. How-
ever, the notion of understandability is neither standardised nor systematically
assessed, yet. The recently-emerged XAI research field is targeting such issues—
e.g., DARPA has proposed a comprehensive research road map [18]. Research
efforts in XAI focus on achieving key properties in AI such as interpretability,
algorithmic transparency, explainability, accountability, and trustworthiness [3].
Unfortunately, such goals are still far from reach. One of the main reasons is the
lack of a formal and agreed-upon definition of such concepts [21]. Moreover, most
works only target classification problems, and they rarely take wider properties
– such as accountability and trustworthiness – into account [17].

Interpretability vs. Explainability. In the context of XAI, the terms “ex-
plainability” and “interpretability” are too often used carelessly [17]. In par-
ticular, they are interchanged or just conveniently associated with in-house –
misleading, often erroneous – definitions. Although they are closely related and
both contributing to the ultimate goal of understandability, it is worth point-
ing out the differences in order to better comprehend our XMAS vision—where
XMAS stands for eXplainability through Multi-Agent Systems.

On the one hand, we borrow the definition of “interpretation” from logic,
where the word essentially describes the operation of binding objects to their
actual meaning in some context. Thus, as far as numeric models are concerned,
the goal of interpretability is to convey to humans the meaning hidden into the
data and the mechanisms/decisions characterising the predictors.

On the other hand, we define “explanation” as the act making someone
understand the information conveyed in a given discourse. It worth to highlight
that the act of explaining is an activity involving at least two interacting parties,
one explaining (explainer) and the other(s) willing to understand (explainee).

In the context of IS, the goal of explainability is to transfer to the receiver
(possibly humans) given information (e.g., awareness of the reasons leading the
system to act in a certain way) on a semantic level, aligning the State of Mind
(SoM) [23] of the explainer and the explainee. The practice of explaining in-
volves unveiling some background knowledge, or some latent information, that
the explainee may not have “noticed” or explicitly required.

Such a distinction between interpretability and explainability is crucial since
it shows how most XAI approaches proposed into the recent literature mostly
focus on interpretability. Thus, while research into interpretable ML is widely
recognised as important, a joint understanding of the concept of explainability
still needs to evolve.
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Symbolic AI for Explainability. XMAS targets both the aspects character-
izing understandability. However, differently from other research lines branching
from XAI, our vision poses a remarkable emphasis on explainability. In particu-
lar, in XMAS, we commit to symbolic AI as the main means for explainability.

By “symbolic AI” we mean the branch of AI focusing on symbolic knowledge
representation, automatic reasoning, constraint satisfaction, and logic program-
ming [24]. Such areas are deeply entangled with the results from computational
logics [5], making their applications either inherently interpretable or easy to
explain—given their lack of ambiguity and their underlying sound reasoning.

The reasons behind this commitment are threefold. Firstly, we let XMAS
support the wide gamma of results, methods, algorithms, and toolkits developed
under the umbrella of symbolic AI. Secondly, as further discussed in the following
sections, we believe that the adoption of symbolic AI to be an enabling choice
for the full exploitation of MAS. Finally, we argue that symbolic representations
(e.g., the language of 1OL formulas), may act as a lingua franca for knowledge
representation and exchange among heterogeneous IS.

In particular, the potential of logic-based models and their extensions is
mainly due to their declarativeness and explicit knowledge representation – en-
abling knowledge sharing at an adequate level of abstraction – modularity, and
separation of concerns [22]—which are especially valuable in open and dynamic
distributed systems.

Symbolic knowledge extraction. The generality of symbolic approaches is
also due to the many research works recently pointing out that the explana-
tion capability of numeric predictors can be achieved via symbolic knowledge
extraction (SKE) [12,6].

SKE groups methods and techniques for extracting symbolic representations
of the numeric knowledge buried in data and captured through ML during pre-
dictors training. Indeed, one of the main issues in symbolic AI is that human
experts must often handcraft symbolic knowledge relying on their background
and experience. This is not what happens in ML, where useful – yet hard to
interpret – numeric knowledge is mined from data. Therefore, SKE can enable
the exploitation of both symbolic and numeric AI without their respective short-
comings. In turn, XMAS aims at leveraging on the symbolic knowledge extracted
from ML-powered predictors as a basis for providing explanations of its predic-
tions and functioning.

Many SKE techniques have been proposed in the literature. Some of them
focus on specific sorts of ML predictors, such as neural networks – and they are
therefore called “decompositional” –, whereas others are more general any may
virtually target any predictor—and they are thus called “pedagogical”. Several
relevant contributions to the topic are outlined in surveys such as [28,2].

2.2 Multi-agent systems (MAS)

Multi-agent systems (MAS) represent an extensive research area placed at the in-
tersection between computer science, AI, and psychology, studying systems com-
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posed by interactive, autonomous, and usually intelligent entities called agents
[14].

The agent abstraction has been described in many ways. However, most
definitions agree on the following traits. (i) Agents are entities operating into
an environment possibly perceived through sensors and affect through actua-
tors. (ii) Agents are autonomous in the sense that have the capability of de-
ciding on their own which actions are to be performed in order to achieve (or
maintain) the goals they have been provided with—which in most cases are
explicitly represented through some symbolic language. (iii) Agents are social,
meaning that they can (and usually need to) interact (e.g., communicate, coop-
erate, and/or compete) with each other or with human users in their attempt
to achieve/maintain their goals. (iv) Agents have a mind consisting of a belief
base (BB)—storing symbolic data representing the (possibly wrong, steady, or
biased) information each agent believes to know about the environment or other
agents. The content of a given agent’s BB is affected by its perceptions and
interactions, and it may influence its actions. The general notion of agent is so
wide that both software entities and human beings may fit it. Such formal laxity
is deliberate and useful. In fact, it allows human-machine and machine-machine
interactions to be captured at the same level of abstraction and to be described
through a coherent framework.

Dialogical argumentation. A central role in agent sociality is played by argu-
mentation [13]: there, the emphasis is on the exchange of arguments and counter-
arguments between agents, commonly aimed at making them able of reason and
act intelligently even in presence of incomplete, inconsistent, biased, or partially
wrong belief bases. Of course, the activity of argumentation involves a number
capabilities – ranging from arguments mining or building to argument exchange
in multi-party dialogues, and stepping through acceptability semantics –, and as
many research lines.

Dialogical argumentation, in particular, is the activity performed by a number
of agents dynamically discussing about some topic they are concerned with from
different perspectives, in an attempt to agree on some shared truth about that
topic. Thus, dialogical argumentation accounts for how arguments and counter-
arguments are generated and evaluated, how the agents interact – i.e. what kinds
of dialogical moves they can make –, and how agents can retract arguments,
update beliefs, etc. Usually, it is set against monological argumentation [20],
where the goal is two provide algorithms for computing which arguments are
winning in a given setting, and which conclusions can be therefore drawn.

2.3 The i∗ modelling language

Modelling a domain is a human-intensive, non-automated task. The domain
IoT-powered IS is characterised, by itself, by complex requirements, theories,
and methods converging from several scientific fields. Also, the XMAS vision
intertwines results from disparate research areas, which historically has been
kept mostly disjoint.
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To generate a clear and structured understanding of our vision, we adopt
the Goal-Oriented Requirement Engineering (GORE) approach [25], and in par-
ticular we exploit i∗ as a modelling language [27]. i∗ is a graphical language
usually employed to model requirements for a single system. Nevertheless, it has
been successfully employed to explore and map user needs and requirements for
extensive application domains [7].

Here, an i∗ model consists of a graph whose vertices are elements of four
kinds: Goals (ranged by Gi), Soft Goals (ranged by SGj), Tasks (ranged by
Tk), Resources (ranged by Rl); edges (a.k.a. links) represent relations of various
sorts among the aforementioned elements.

Fig. 1. i∗ meta-model overview: elements and links

Figure 1 depicts how elements and links are graphically represented. A more
complete description of the i∗ graphical formalism can be found on the i∗ wiki
web page3. Informally, goals are desired properties or objectives whose achieve-
ment can either be satisfied or not, in a discrete fashion. Conversely, soft goals
are (non-necessarily measurable) desirable properties or objectives which can be

3 http://istar.rwth-aachen.de/tiki-index.php?page=iStarQuickGuide

http://istar.rwth-aachen.de/tiki-index.php?page=iStarQuickGuide
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satisfied qualitatively or up to some degree. Tasks represent activities to be per-
formed as an attempt to satisfy (resp. positively affect) one or more goals (resp.
soft goals). Resources represent entities to be produced or consumed by tasks,
and whose availability may favor or hinder the satisfaction of goals.

As far as links are concerned, soft goals are usually connected to each other
via “contribution links”, which specify their contribution in fulfilling the needs—
e.g., positive: Some+, or negative: Some-; goals are connected via “means-end” ar-
rows; tasks are connected via “decomposition” links. Other sorts of links mostly
define generic “dependencies”.

3 XMAS Vision: eXplainability through MAS

Fig. 2. XAI in IS: road-map and implications

Figure 2 graphically represents the i∗ modelling of the XMAS vision, and
highlights its main aspects. The representation aims at providing an intuitive
graphical assessment of the various elements and their interconnections con-
curring in advancing state of the art of XAI in IS. We argue that having a
overall mapping of XMAS requirements, objectives, as well as of their mutual
interdependencies, can also facilitate the assessment, presentation, design, and
implementation of a coherent research activity aimed at supporting our vision.
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Figure 2 is composed of elements with diverse levels of abstraction. The
most abstract elements are modelled as soft goals, representing most long-term
objectives of the XMAS vision, which satisfaction is not measurable (e.g., the
satisfaction of a soft-goal is not just binary, but has partial non-fully-assertable
degrees). Conversely, goals are used to represent both the achievement of mea-
surable results and the adoption of well-established frameworks, methods, and
result from the literature. Finally, tasks are used to represent human or ma-
chine activities involving some work, whereas resources/model/entities having a
physical form or a digital representation.

About the main soft goals. Our vision stems from the recognition that the
success of IoT-powered IS is due to the general, increasing demand of analytical
and predictive performance – corresponding to the SG0 weak goal in Figure 2 –
transversally pervading the productive fabric of most developed societies. How-
ever, we also acknowledge several other desiderata – mostly targeting the issues
highlighted in Section 1, and corresponding to as many weak goals into our i∗

model – which are required to some extent by modern AI, mostly due to the
increasingly pervasive adoption of AI techniques.

For instance:

– IS need to be understandable (SG1), meaning both interpretable and (above
all) explainable, in the sense outlined in Section 2.

– Understandability, in turn, is only one of the aspects concurring in making
modern cyber-physical systems perceived as trustworthy (SG2). Other as-
pects are important as well, like, egg,, having some degree of control on the
behaviour of autonomous agents, and on the data and knowledge they are
relying upon. In particular, when it comes to data and software, integrity
and tampering-resistance are properties of paramount importance, strongly
affecting the trustworthiness of IS.

– The IoT landscape also stresses the need to widen researchers’ focus towards
the “system of systems” dimension. The vertical specialisation (G1) of ML-
based solution w.r.t. specific tasks is not the only concern any longer. Indeed,
the horizontal integration (SG3) of heterogeneous systems is important as
well. There, we expect IS to acquire the capability of dynamically and au-
tonomously integrate, complement, and extend their respective knowledge,
in a similar way to what human beings do when talking to each other.

– At the same time, the need for a higher degree of automation (SG4) in IS
development is impelling, as the current bottleneck in the development of IS
is due to the deep dependence of the process on human intuition.

– Finally, in spite of the many legal and ethical constraints affecting data
and their usage, IoT-powered IS eventually need to overcome the current
tendency to data centralization (SG5), as it imposes severe limitations over
their effectiveness, efficiency, and adoption.

The XMAS vision pursues the goal of tackling – or at least improving – all
such issues, and, ultimately, of making intelligent systems more trustworthy.
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To do so, we analysed the current trends in this area and understood that the
combination of numeric methods with more classical symbolic AI approaches,
possibly mediated by MAS, may provide beneficial effects at several levels.

On predictive capability. However, before describing how and why our pro-
posal may provide an advantage, we need to briefly recall the most relevant
aspects in IS development, as well as their mutual interdependencies.

In their quest for higher predictive performances (SG0), IS designers simply
apply numeric ML (T1) methods to the data (R1) they have collected through
IoT devices. Such a process is far from being automatic, as it requires the experi-
ence and the trial-and-error work of well-prepared data-scientists. It is aimed at
the creation of predictors (R2), which are mathematical models capable of pro-
viding numerical predictions (G2) in situations analogous to the ones described
by the data they have been trained with.

Nevertheless, even after the deployment of the IS, its vertical specialisation
(G1) on the specific problem described by data remains an ever-lasting process,
as new data keeps being produced/captured by the systems in production. Most
researchers or data scientists prefer to focus on such sorts of tasks as they are
very valuable and numerically quantifiable—in terms of predictive performance.

On understandability. As far as the soft goal of understandability (SG1)
is concerned, we argue that it can be tackled either by easing predictors/data
interpretability (SG6) or by providing means for their explanability (SG7).

When it comes to let humans interpret the predictions provided by ML-
powered predictors, the most common way to do so is to employ the most ade-
quate technique for the problem at hand, possibly mediated by some analytical
or visualisation toolkit (T2) and let the human intuition of experts (T3) do the
magic. Thus, despite being very effective in specific cases, such an approach lacks
generality and hinders automation.

Conversely, when it comes to providing explanations to the users, the XMAS
vision recognises the prominent role of interaction in letting knowledge be trans-
ferred from IS to humans (and possibly vice versa). In particular, we envision
a scenario where intelligent agents exchange symbolic knowledge with humans
through various channels, interfaces, and languages—i.e., we envision several
possible means for Human-Computer Interaction (HCI, G3).

As a first step in this direction, XMAS leverages on symbolic knowledge ex-
traction (SKE, T4) as a means for attaining logic-based, symbolic rules and facts
(R3) out of numeric predictors (R2) and raw data (R1).

The next step consists of employing such symbolic rules and facts as knowl-
edge bases for cognitive, distributed agents (G4). More precisely, we state a
one-to-one correspondence among numeric predictors and the agents to be de-
ployed. Thus, we say that each predictor is wrapped by an agent.

Such a wrapping is an enabling step in several directions. For instance, we
expect that by employing dialogical argumentation (T5), cognitive agents may
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become able to compare and complement the knowledge they have extracted
from numeric predictors.

The capability of knowledge revision is particularly interesting, especially if
one of the agents involved in the argumentation process is a human being. In-
deed, if adequately constrained, dialogical argumentation may act as a means for
providing interactive explanations (SG7) to the users, concerning the symbolic
knowledge wrapped by agents.

In particular, such explanations can be even more effective if the interaction
among users and software is mediated by some textual, vocal, or avatar-based
user interface aimed at easing human-computer interaction (G3).

On the benefits of argumentation. However, the adoption of extracted sym-
bolic knowledge and dialogic argumentation is not merely aimed at supporting
the explanations.

Instead, it may also positively affect what we call the horizontal integration
(SG3) of heterogeneous IS attained by different – yet related – data. This, in
turn, enables the integration and exploitation of different perspectives on the
information carried by data—which implies that different points of view can be
merged to more precise predictions, as well as alternative predictive scenarios can
be produced. Horizontal integration could thus make (more) valuable the many
degrees of freedom and the inherent randomness characterising the processes of
data retrieval, selection, engineering, partitioning, and analysis.

At the same time, the agents’ capability of mutually updating and correcting
their belief bases (G5) may pave the way towards the development of IS where
predictions can be attained without relying on the centralization of data on
a specific computational facility, nor on its transfer outside the organizational
domain it belongs to. In other words, XMAS enables the decentralization of
knowledge and computation (SG5). Despite data being usually subject to strict
regulations limiting – among the others – its transfer, this is possible because
aggregated – thus anonymous – data, such as the high-level rules extracted from
data or predictors, are subject to less limiting regulations.

Similarly, argumentation may be conceived as a means for supporting a higher
degree of automation (SG4) in the development of IS. In particular, protocols
could be defined, letting new agents query other agents for symbolic knowledge
they do not have. By doing so, cognitive agents can learn predictive or explana-
tory rules autonomously, even without needing direct access to the data.

On trustworthiness. If the XMAS vision will be accomplished, the effect of a
handcrafted malicious (or buggy) agent, deliberately or mistakenly attempting
to inject wrong knowledge into an agent society could be nefarious—and, by
assuming an open and distributed society such as the IoT, this contingency
cannot be excluded. This is another critical issue preventing people from fully
trusting IS nowadays.

To mitigate such concerns, DLT (R4) could be exploited to prevent the
tampering of data or software (G6), or, to keep track of agents’ reputation—
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assuming some reputation-enforcing protocol (T6) [8] is enacted by the agent
society.

4 Conclusion

In this paper we point out a number of issues affecting modern IoT, and in general
distributed IS whose intelligence leverages on ML. In particular, focusing on the
data analytics layer of most IoT-based applications, we argue that a number
of issues are still far from being completely closed. For instance, we discuss
why most ML-powered IS lack transparency, automation (in the development
process), and decentralisation (of both data and computation).

Elaborating on such open issues, we discuss a research line – called eXplain-
ability through Multi-Agent Systems (XMAS) – aimed at addressing them alto-
gether in a coherent and effective way. In the XMAS vision, we plan to integrate
a number of contributions from the symbolic AI, MAS, and XAI research areas.

Accordingly, in this paper we provide an overview of the state of the art of
the aforementioned areas, shortly discuss their main achievement and limitations
in the XMAS perspective, and present a formal model of the XMAS vision using
the i∗ modelling language.
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