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Abstract. A critical analysis of the well-known analytical estimates of the 

probability of successful implementation of a double-spending attack on the 

Proof of work consensus protocol has been carried out. In particular, the so-

called “The player’s ruin task”, it is shown that the basic assumptions about the 

probability space (the set of elementary outcomes and the probability of their 

occurrence) do not correspond to the real processes that occur when the “Proof 

of work” consensus is established in the blockchain system. A model of “inde-

pendent players” is proposed, which eliminates the main inaccuracies and in-

consistencies. The convergence of the results of theoretical calculations with the 

data of experiments to simulate the “race” between honest players and attackers 

is shown. 

Keywords: blockchain; consensus protocol; double spending attack; simulation 

and modeling. 

1 Introduction 

The most famous attack on the consensus protocols of blockchain systems is the so-

called double spending attack, when an dishonest participant in a decentralized sys-

tem makes a repeated alienation (sale) of the same digital assets (units of cryptocur-

rency, tokens, coins, etc.), i.e. realizes several illegal payments from the same starting 

state [1, 2]. If a significant period of time elapses between the conclusion of the trans-

action and the registration of the transfer of ownership, then the seller may try to sell 
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the same product several times to different buyers, receiving several times payment 

for the same asset. The most urgent task of preventing double spending becomes in 

electronic payment systems. Digital assets are easily copied, and a dishonest partici-

pant can transfer their copies to a large number of customers. Each recipient can make 

sure that the received asset is fully consistent with the declared characteristics, but 

will not be sure that they did not pay the same copy with another participant in the 

system. 

In traditional (centralized) systems, the task of preventing double spending is 

solved by the application of administrative measures, when the centralized (to which 

everyone is subordinate) node controls the admissibility of an operation. In order to 

prevent double spending in a decentralized distributed system, consensus adoption 

protocols are responsible for which transaction is considered true [1-3]. This mecha-

nism allows (in the ideal case) to ignore attempts to double the use of the same digital 

assets. 

The first and most studied protocol for the consensus of decentralized systems is 

the Proof of work algorithm [3, 4]. It is based on the solution of a complex computa-

tional problem (as a rule, the search for the inverse image of the cryptographic hash-

ing function). And only the one who first solves this problem (finds a suitable proto-

type) will get the right to make a change to the state of the system [4]. In fact, this 

means the possibility of a transaction with the alienation (sale, payment, etc.) of digi-

tal assets. Thus, the task of preventing double spending is to exclude (or at least re-

duce the likelihood) the possible formation of the prototype by the same participant in 

the system. In practice, this is achieved by involving a huge number of participants 

with an appropriate distribution of their computing capabilities to search for proto-

types of the cryptographic hash function. In addition, each participant has the right to 

transfer rights to his assets only after a certain number of pre-formed prototypes, 

thereby reducing the likelihood of double spending. 

The first results on estimating the probability of double spending in a decentralized 

Bitcoin system were published in the original article by S. Nakamoto [4], as well as in 

the work of M. Rosenfeld [5]. These are the most popular and cited works in the field. 

There are also other publications that, for different cases, refine and supplement the 

results obtained by S. Nakamoto and M. Rosenfeld: 

 the results of Carlos Pinson and Camilo Rocha [6], constructing models of double-

spending attacks based on not only the hashrate (computational capabilities) of the 

attacker and an honest network, but also taking into account the influence of time 

parameters. The equations governing these models use the Erlang probability dis-

tribution, in contrast to the work of S. Nakamoto, who uses the Poisson probability 

distribution, and the work of M. Rosenfeld, who uses the negative binomial proba-

bility distribution; 

 the results of Kovalchuk [7], which generalize and partially develop well-known 

estimates, which also take into account the time of transaction confirmation; 

 Azzolini's work [8] in which probabilistic logical programming is used. Allegedly, 

this method allows you to take into account the time-varying hash rate and the var-

iable complexity of the Proof of work algorithm; 



 the results of Kevin Liao, presented in [9] and considering a whale attack, in which 

a minority attacker increases his chances of successfully conducting a double waste 

attack, encouraging miners to undermine the agreed protocol and enter into con-

spiracy through whale transactions or anomalously large transactions fees. 

It should be noted that the known estimates are obtained as a result of some simpli-

fications and assumptions, i.e. the models used, as a rule, give approximate values, 

and the main criticism of these estimates is their unrealism, isolation from real pro-

cesses occurring in decentralized systems. In particular, island inaccuracies and false 

assumptions in the works of S. Nakamoto and M. Rosenfeld are: 

 the probabilities of forming a block by an honest network and the attacker in total 

should be equal to one. However, the above expressions do not give an answer 

what will be the result with independent values of these probabilities [10]; 

 the economic opportunity to form blocks by an attacker, as well as economic feasi-

bility, are not taken into account. The resources of an attacker to maintain a race 

between an attacker and an honest network are considered unlimited, which cannot 

be true [11]; 

 it is assumed that the probability of success in forming a block does not change 

during the experiment, although, in reality, miners can change their probabilities of 

finding the right prototype and forming a block, increasing or decreasing their 

computing resources [11]; 

 in the work of M. Rosenfeld, a theorem on the probability of success by an attacker 

is presented without proof and obtained with the assumption that the block propa-

gation time in the network is zero, in [12] it is mentioned that the network syn-

chronization time must be taken into account; 

 the assumption about the formation of blocks in accordance with the average wait-

ing time of a block made by S. Nakamoto is erroneous [13]. 

Unfortunately, there are not many works in which an attempt is made to experi-

mentally confirm or refute the obtained theoretical calculations, i.e. empirically justify 

the adequacy of the selected mathematical model. Such works include [11] and [8].  

In all the mentioned works, the player’s ruin model is used, and it is verified by 

Monte Carlo methods. Based on this model, a formula is derived for calculating the 

probability of a successful double spend attack. 

The aim of this work is a critical analysis of known analytical estimates of the like-

lihood of a successful implementation of a double spending attack on the Proof of 

work consensus protocol. In particular, we consider the so-called “The player’s ruin 

problem” underlying the models of S. Nakamoto and M. Rosenfeld and show that the 

basic assumptions about the probability space (the set of elementary outcomes and the 

probability of their occurrence) do not correspond to the real processes that take place 

during the establishment of the consensus “Proof of work” in the blockchain system. 

Further, for a theoretical assessment of the probability of a successful double-

spending attack, we propose using the “independent players” model, which, in our 

opinion, eliminates the main inaccuracies and inconsistencies. Empirically, we show 

the convergence of the results of theoretical calculations with the data of experiments 



 

to simulate a "race" between honest players and attackers. The most interesting, in our 

opinion, is a comparison of the results of theoretical calculations obtained using vari-

ous models and the empirical results obtained by simulating a “race”. 

2 “Player Busting Challenge” can be applied to a double spend 

attack 

Consider the “player ruin problem”, or rather, its small modification, which S. Naka-

moto refers to, citing the well-known textbook of Feller 1968 [14], or M. Rosenfeld, 

modeling the race process as a process equivalent to the Markov chain with discrete 

time, where each a step is defined as someone looking for a block. 

First, we cite an excerpt from section 11 of S. Nakamoto's work [4], which dis-

cusses the modeling of a double spending attack:  

“The race between honest participants and an attacker can be imagined as a bino-

mial random walk. A successful event, when an “honest” chain increases by one 

block, leads to an increase in separation by one, increasing its advantage by, and an 

unsuccessful one when an attacker creates another block leads to its reduction by one 

block, reducing the gap by. The probability of an attacker to make up the difference in 

several blocks is the same as in the task of “ruining a player”. Imagine that a player 

has unlimited credit, starts with some deficit and has infinitely many attempts to re-

coup.” 

Next, we would like to give an excerpt from section 3 of the work of M. Rosen-

feld [5]: 

“Let’s denote z n m  by the number of blocks in which the honest network has 

an advantage over the attacker. Whenever a block is found, z  value changes; if this 

block was detected by an honest network, z  increases by 1, and if this block was 

detected by an attacker, z  decreases by 1. Formally, this is a Markov chain 

with
0p T continuous time and 

0q T  speed for moving up a step, and speed for mov-

ing down a step. ” 

As you can see, in these works, a model is used in which the attacker wins in each 

test (forming the next block) or the attacker loses and it is considered that the honest 

network wins (forming the next block). However, the articles do not provide any justi-

fication for the selected model. The authors admit that if the attacker did not form the 

block, then, in this case, the block necessarily forms an honest network, and this as-

sumption does not substantiate in any way. 

Indeed, the probability space with two elementary events is used in the definition 

of a player’s bankruptcy problem: “the first player won”; “won the second player”. 

When simulating a double-spending attack, S. Nakamoto and M. Rosenfeld interpret 

the elementary outcomes of this task as “a block is formed by an honest network” 

(according to tradition, the probability of such an outcome is designated as p ) and “a 

block is formed by an attacker” (with probability q ), moreover 1p q  .  However, 

in real blockchain systems, the probability of the formation of a block (finding the 

prototype of the hash function) is determined exclusively by the hashrate (computa-



tional capabilities) of each participant, i.e. the condition 1p q   is not required to be 

met. For example, if the hash of the participants exceeds the complexity of searching 

for the inverse image for a certain time interval, each participant is guaranteed to find 

the inverse image, i.e. will form a block and, in this case, 1p   and 1q  . In real 

systems, the complexity of searching for the prototype is adjusted based on the com-

puting capabilities of the participants, so that the prototype is found for a certain time 

interval (for example, in cryptocurrency, bitcoin is 10 minutes). If we assume that 

such an adjustment is performed on two players: the “honest network” and “the at-

tacker,” and p and q  are the corresponding probabilities of the formation of a block 

for a certain time interval, then the assumption 1p q   is justified. However, in a 

real situation, an attacker attacks the system without disclosing his computing capa-

bilities and, most likely, hiding the very fact of the alleged attack, i.e. the assumption 

1p q   has no reason. 

If we leave the introduced notation (probabilities p  and q ) and refuse to fulfill the 

condition 1p q  , then as a result of each attempt (or series of attempts during a 

given time interval), the space of elementary outcomes contains the following events: 

 the elementary event “a block is formed by an honest network and the attacker did 

not form a block” with probability (1 )p q ; 

 the elementary event “the block is not formed by an honest network and the attack-

er formed a block” with probability (1 )p q ; 

 the elementary event “the block is not formed by an honest network and the attack-

er did not form a block” with probability (1 )(1 )p q  ;  

 the elementary event “the block is formed by an honest network and the attacker 

formed a block” pq .  

The set of all elementary outcomes makes up a complete group of events: 

 (1 ) (1 ) (1 )(1 ) 1p q p q p q pq        . 

This model with four elementary outcomes (we will call it hereinafter “the model 

with independent players”) describes the real probabilistic process in the blockchain 

system when consensus is established based on the “Proof of work” algorithm. 

3 Comparison of probabilistic events in two investigated models 

In the model of independent players, the formation of the next block by the attacker 

and the honest network occurs independently of each other, the probabilities of 

searching for the inverse image of the hash function (for forming the block) are de-

termined by their hashrates (computational capabilities). For comparison with the 

results obtained in the works of S. Nakamoto and M. Rosenfeld (for the player’s ruin 

model), we will use generally accepted simplifications: 



 

 the propagation time of the block over the network is negligible, i.e. information 

exchange between nodes occurs almost instantly (synchronization time is zero); 

 the attacker's hashrate, fair network hashrate and mining complexity does not 

change over time throughout the race; 

 the ability of an attacker to maintain the state of the race is large enough, but not 

infinite; 

 except for the attacker, all other network users act strictly in accordance with the 

rules of the blockchain network protocol; 

 we consider the victory of the attacker to be the formation of the required number 

of confirmation blocks earlier or simultaneously (it is believed that the attacker 

formed one block in advance) or otherwise, the subsequent formation of a chain of 

blocks of equal length with an honest network. 

In the double-spending task, an attacker wins if he generates an equal number of 

blocks with an honest network, provided that the honest network has already formed 

blocks. Here we use the same formulation as in the work of M. Rosenfeld [5] assum-

ing that one block was previously mined by the attacker before the start of the attack 

and, therefore, the total length of the chain formed by the attacker will be one more, 

which is sufficient for accepting it an honest network as the main blockchain. 

If we assume that the resources of the attacker are finite or the gain by the attacker 

does not cover his financial expenses for maintaining the further race, then it is logical 

to assume a restriction on the formation of the maximum number of blocks in the 

competition [11]. Suppose that an attacker refuses to continue the race if an honest 

network has formed 
maxN n blocks. All conditions in which the attacker did not win 

will be losing for him. 

It is necessary to pay attention to two points in the player’s ruin model: 

 an attacker cannot win the race earlier than for 2 N  attempts (at least N attempts 

to form N  blocks by an honest network and as many attempts to form N  blocks 

by an attacker are necessary); 

 an attacker can win with an odd number of attempts only if he is ahead of an hon-

est network before it forms N  blocks (the probability of which is much less with 

less mining power by an attacker). 

In contrast to the player’s ruin model, in an independent player model, an attacker 

can win starting from the N  attempt and since the events of the formation of blocks 

by both participants are independent and there is no dependence of the probability of 

winning on the parity or oddness of the current attempt. 

Consider an example of calculating the probability of the occurrence of an event 

for the two models considered. For definiteness, we assume the probability of the 

formation of a block by an attacker for each attempt 0,3q   (the probability of not 

forming a block will be (1 ) 0,7q  ). To agree with the player’s ruin model, let us 

put 0,7p   (the probability of not forming a block with an honest network will be 

(1 ) 0,3p  ). The required number of confirmations 1N  . Limit on the formation 

of the maximum number of blocks in the match 
max 2N n   attempt. 



Lets analyze the probabilities of different outcomes for different models. 

Consider the player ruin model: 

1. First attempt (two possible outcomes) 

 formation of a block by an honest network, the attacker is one block behind, the 

race continues, the probability of such an event is equal 0,7p  ; 

 formation of a block by an attacker, an honest network is one block behind, an 

attacker's
1
 victory, the probability of an event being equal 0,3q  ; 

2. Second attempt (four possible outcomes, we consider only the case of forming a 

block by an honest network in the first attempt, i.e., when the race continues) 

 in the first and second attempts, a block was formed by an honest network, the 

attacker lost the race, the race is completed, the probability of an event 

0,49p p  ; 

 in the first attempt, a block is formed by an honest network, but in the second at-

tempt, the block is formed by an attacker, the attacker won, the race is completed, 

the probability of an event 0,21p p  . 

Thus, in the player’s ruin model, the attacker will be able to defeat with proba-

bility 0,3 0,21 0,51  . 

For the independent player model: 

1. First attempt (four possible outcomes) 

 the block is formed by an honest network and the attacker did not form the block, 

the attacker is one block behind, the race continues, the probability of the event oc-

curring (1 ) 0,49p q   ; 

 the block is not formed by an honest network and the attacker formed the block, 

the victory of the attacker
1
, the probability of the occurrence of the event 

(1 ) 0,09p q   ; 

 the block is not formed by an honest network and the attacker did not form a block, 

the race continues, the probability of an event (1 ) (1 ) 0,21p q    ; 

 the block is formed by an honest network and the attacker formed a block, the at-

tacker's victory, the race is completed, the probability of the event 0,21p q  ; 

2. The second attempt (sixteen possible outcomes, we consider only those cases when 

after the first attempt the outcome of the race is not determined) 

  (in the first attempt, the block is formed by an honest network and the attacker did 

not form a block) 

                                                           
1  In this case, the victory will be counted only after the formation of the 1N   block by an 

honest network 



 

 in the second attempt, the block is formed by an honest network and the attacker 

did not form the block, the attacker lost the race, the race is completed, the proba-

bility of the event (1 ) (1 ) 0,2401p q p q      ; 

 in the second attempt, the block is not formed by an honest network and the attack-

er formed a block, the attacker's victory, the race is completed, the probability of 

the event (1 ) (1 ) 0,0441p q p q      ; 

 in the second attempt, the block is not formed by an honest network and the attack-

er did not form a block, the race continues, the probability of the event occurring 

(1 ) (1 ) (1 ) 0,1029p q p q       ; 

 in the second attempt, the block is formed by an honest network and the attacker 

formed a block, the attacker lost the race, the race is completed, the probability of 

an event (1 ) 0,1029p q p q     ; 

 (in the first attempt, the block is not formed by an honest network and the attacker 

did not form a block) 

 in the second attempt, the block is formed by an honest network and the attacker 

did not form a block, the race continues, the probability of the event occurring 

(1 ) (1 ) (1 ) 0,1029p q p q       ; 

 in the second attempt, the block is not formed by an honest network and the attack-

er formed a block, the attacker's
2
 victory, the probability of the event 

(1 ) (1 ) (1 ) 0,0189p q p q       ; 

 in the second attempt, the block is not formed by an honest network and the attack-

er did not form a block, the race continues, the probability of the event occurring 

(1 ) (1 ) (1 ) (1 ) 0,0441p q p q        ; 

 in the second attempt, the block is formed by an honest network and the attacker 

formed a block, the attacker's victory, the race is completed, the probability of the 

event (1 ) (1 ) 0,0441p q p q      . 

Thus, in the model of independent players, the attacker will be able to win in two 

attempts with probability 0,09 0,21 0,0441 0,0189 0,0441 0,4071     , which 

differs from the probability calculated for the player’s ruin model. 

Using modeling, we will conduct a computational experiment and empirically 

evaluate the probabilities of an attacker gaining from an honest network with various 

models of forming a chain of blocks. 

4 Simulation experiment  

At the first stage, we test the probability of forming N  blocks exactly for t  attempts 

and the probability of forming N  blocks during t testing. 

                                                           
2  In this case, the victory will be counted only after the formation of the 1N   block by an 

honest network 



4.1 The probability of forming a chain of blocks of a given length 

At the first stage, we test the probability of forming a block exactly for t attempts. 

As input parameters we will use: 

 q  is the likelihood of an attacker successfully forming a block at each test. The 

probability depends on the computational capabilities of the attacker (i.e., it is pro-

portional to the hashrate of the attacker); 

 p  is the probability of successfully forming a block by honest participants at each 

test (in proportion to the hash rate of an honest network). In modeling, we will as-

sume that 1p q  , since such an interconnection underlies the player’s ruin mod-

el. In the general case, for a model of independent players, the condition 1p q   

may not be satisfied;  

 N  is the number of blocks in the network after which the transaction is considered 

confirmed; 

 t  is current attempt number.  

In a software environment, create a process that iteratively tries to form blocks. 

Each test takes place according to the following rule: 

 generate a pseudo-random number (we use the implementation based on the 

Mersenne Vortex) in the interval [0,1]  (the software implementation uses the min-

imum generation step 205.4 10 , which allows testing 1910q  ); 

 compare the generated random number with the value q ; 

 if the generated number q , then we believe that the block generation was suc-

cessful and increase the counter of the blocks generated by the stream (k_block1) 

by one. We check k_block1 1=N if the necessary number of blocks is formed, then 

we increase the array 1[ ]Mass t  by one, which corresponds to a successful attempt 

to form a chain of blocks of the desired length on the t -th attempt. 

To achieve the specified accuracy of the test, we perform it 
testN times (the selec-

tion 
testN  is described below). At the end of all tests, the result (array 1[ ]Mass t ) is 

normalized by the total number of tests, and thus we obtain the empirical distribution 

of the probability N of block formation from the number of attempts (
tP ). Summing 

up all the obtained probabilities from 1 to the given t , we obtain the empirical distri-

bution function of the probability of block formation (
AP ). 

The test results are shown in Figure 1 (points). The solid lines correspond to the 

negative binomial distribution and its distribution function for the same probabilities. 



 

 

a) 

 

b) 

Fig. 1. The probability function (a) and the probability distribution function (b) of the for-

mation of the block during each test (the lines show the calculated values corresponding to the 

negative binomial distribution, the points show the experimental data) 

We construct the probability of forming a chain of blocks. Figure 2 presents the 

obtained similar probabilities, but for a fixed value and a different number. 



 

а) 

 

b) 

Fig. 2. The probability function (a) and the probability distribution function (b) of forming a 

chain of N  blocks at 0,2q   (calculated values are shown by lines, points correspond to 

experimental data) 

As you can see, the values obtained by computational modeling are in good agree-

ment with the negative binomial distribution. 

At the second stage, we will simulate two competing participants. 

We will investigate two models of competition (race) of an attacker with an honest 

network to form a chain of blocks: 

 player ruin model; 

 model of independent players. 



 

4.2 Player Ruin Model 

In a software environment, we create a process (corresponding to an attacker) that 

iteratively tries to form blocks. Each test takes place according to the following rule: 

 generate a random number in the interval [0,1] ; 

 compare the resulting number with q ; 

 if the generated number q , then we believe that the block generation was suc-

cessful and increase the counter of the blocks generated by the attacker 

(k_block2) by one. Check k_block2 ≥ N, if yes, then check: did the attacker form 

the chain of the required length: 

 if the attacker also managed to generate the required number of blocks (i.e. 

k_block1 ≥ k_block2), then increase 1[ ]Mass t  by one, which corresponds to the 

attacker's successful attempt to form a chain of blocks of the required length for 

t attempts (the attacker won the race). We complete the test; 

 if the attacker has not yet generated the required number of blocks (i.e. k_block1 

< k_block2), then continue the test; 

 if k_block2 = N + nmax we end the test by assigning the victory to an honest net-

work (increase the array 2[ ]Mass t  by one). 

In the calculated experiments, we put 
max 1000n   (which corresponds to the al-

most unlimited resources of the attacker). When choosing 
maxn , we mention the work 

[11] which states that for the 0.45q   choice, the value 
max 35n   practically does 

not affect the result, in addition, this issue will be considered below. 

4.3 Independent Player Model  

In a software environment, we create two independent processes (the first process 

corresponding to the attacker, the second to honest users), iteratively trying to form 

blocks. Each test takes place according to the following rule: 

 generate a random number in the interval [0,1] ; 

 compare the resulting number with q ; 

 if the generated number q , then we believe that the block generation was 

successful and increase the counter of the blocks generated by the attacker 

(k_block1) by one.  

 generate a random number in the interval [0,1] ; 

 compare the resulting number with p ; 

 if the generated number p , then we believe that the block generation was 

successful and increase the counter of the blocks generated by the attacker 

(k_block2) by one. Check k_block2 ≥ N, if yes, then check: did the attacker form 

the chain of the required length: 



 if the attacker also managed to generate the required number of blocks (i.e. 

k_block1 ≥ k_block2), then increase 1[ ]Mass t  by one, which corresponds to the 

attacker's successful attempt to form a chain of blocks of the required length for 

t attempts (the attacker won the race). We complete the test; 

 if the attacker has not yet generated the required number of blocks then continue 

the test; 

 if k_block2 = N + nmax we end the test by assigning the victory to an honest net-

work (increase the array 2[ ]Mass t  by one). 

4.4 Ensuring the accuracy and reliability of simulation results 

Using simulation, the exact value of a random variable (denoted by Θ) cannot be de-

termined, since the number of model implementations is limited. With a finite number 

of model implementations, the approximate value of a given characteristic is deter-

mined. We denote this approximation as * . The approximate value is called the 

assessment of the corresponding characteristics [14-16]. 

The accuracy of characterization * is called the value   relative 

  * M     , 

where  M  is mathematical expectation of a random variable [14-16]. 

The value   represents the absolute value of the error in determining the value of 

the desired characteristic. 

The reliability of the evaluation of characteristics *  is called the probability   

that a given accuracy is achieved [14-16]: 

   *P M       . 

Reliability characterizes the repeatability, stability of the experiment and is inter-

preted as follows: if for estimation  M   we use a value * , then on average for 

every 1000 uses of this rule in 1000   cases the value *  will differ from the value 

by smaller  . 

In some cases, it is advisable to use relative accuracy 

  d M  . 

In this case, the reliability of the assessment is: 
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  

.  



 

If we assume the assumption regarding the normal distribution of a random varia-

ble
3
, then the functional relationship between relative accuracy and reliability with the 

number of implementations 
testN  has the form [15]: 

 
2

2

(1 )
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t P
N

Рd

 
 , 

where t  – Laplace function argument 
1

0
2

t
  

   
 

, Laplace integral tabulated, 

therefore, given the value of reliability  , we can determine t . 

It follows from the last formula that in determining estimates of low probabilities 

with acceptable accuracy, it is necessary to perform a very large number of model 

implementations. In the absence of a high-performance computer, the application of 

statistical modeling becomes problematic. 

For experimental studies were selected 0.99  and 0.01d  , the value 
testN  was 

calculated according to the above formula. 

5 Calculation results  

Using the considered models, empirical estimates of the probability of a successful 

formation of a chain of blocks by an attacker were obtained for different values of q  

and N . Figures 3-8 show the results obtained depending on the number of attempts 

for each test, and also presents the corresponding probability distribution functions 

depending on the number of attempts for each test. 

Summing up the probabilities described above for all possible tests, that is, for all 

1,2,3,t  , we get the integral (or general) probability of the successful formation of 

an alternative chain of blocks for confirmation by an attacker ( 1PI ). 

For the above examples, the integral probability of an attacker successfully form-

ing a chain for N  confirmations is shown in Figure 9. For the convenience of analyz-

ing the data obtained, the same result is shown in the usual scale (well illustrates the 

behavior of the curves at 0,2q  ) and the logarithmic scale (to illustrate the curves at 

0,2q  ). In these and subsequent graphs, the value q  was changed in increments of 

0.02. 

                                                           
3 By virtue of the central limit theorem, for a large number of tests, the binomial distribution is 

well approximated by the normal distribution [14-16] 



 

а) 

 

b) 

Fig. 3. The probability function (a) and the probability distribution function (b) of forming a 

chain for 1N  confirmations by an attacker with the participation of two competing entities 

(player’s ruin model) 

 



 

 

а) 

 

b) 

Fig. 4. The probability function (a) and the probability distribution function (b) of the for-

mation of a chain for 1N   confirmations by an attacker with the participation of two compet-

ing entities (independent players model) 



 

а) 

 

b) 

Fig. 5. The probability function (a) and the probability distribution function (b) of forming a 

chain for 3N   confirmations by an attacker with the participation of two competing entities 

(player’s ruin model) 

 



 

 

а) 

 

b) 

Fig. 6. The probability function (a) and the probability distribution function (b) of the for-

mation of a chain for 3N   confirmations by an attacker with the participation of two com-

peting entities (independent players model) 

 



 

а) 

 

b) 

Fig. 7. The probability function (a) and the probability distribution function (b) of forming a 

chain for 5N   confirmations by an attacker with the participation of two competing entities 

(player’s ruin model) 



 

 

а) 

 

b) 

Fig. 8. The probability function (a) and the probability distribution function (b) of the for-

mation of a chain for 5N   confirmations by an attacker with the participation of two compet-

ing entities (independent players model) 

 



 

а) 

 

b) 

Fig. 9. The integral probability of an attacker successfully forming a chain of blocks for N  

confirmations involving two competing entities (experimental data). The solid line is the play-

er’s ruin model, the dotted line is the model of independent players: a) is the usual scale, b) is 

the logarithmic scale. 

 

 



 

As you can see, the results of different models are significantly different from each 

other. Consider the relative modeling error (for the two models considered), defined 

as: 

 

1 1

1
100%

мри мни

мри

PI PI

PI


 , 

where 1

мриPI  is integral probability calculated on the basis of the player’s ruin model; 

1

мниPI  is integral probability calculated on the basis of the model of independent 

players, 

With the designation given, the values of the relative modeling error are given in 

Table 1. 

Table 1. The value of the relative error as a result of the application of various models (based 

on the ruin of the player and independent players) 

 0,01q   0,2q   0,4q   

1N   48% 29% 8% 

3N   94% 68% 20% 

5N   99% 85% 28% 

As we can see from the table, the two double-spending attack models considered 

(the player ruin model and the independent player model) give different estimates of 

the probability of winning the race by the attacker (attack success). As the length of 

the block chain N  increases, the discrepancy increases (the relative simulation error 

reaches 100%). This is observed for different probabilities q  (i.e., for different ratios 

of the hash rates of the attacker and the honest network). 

It should be noted that the results obtained on the basis of the player’s ruin model 

correspond (within the limits of the given reliability and the chosen relative accuracy) 

to the analytical results obtained on the basis of the formulas of M. Rosenfeld (see 

expression 1 and Fig. 4 from [5]). The difference is observed only at the point 

0,5q   where the relative error between the experimental and analytical results was 

1.7% for 3N   and 2.2% for 5N  , which is associated with a limitation in 

max 1000n   blocks. 

As was shown in [11], the result has differences for different values 
maxn . Let us 

analyze this issue in more detail. 

6 Impact 
maxn  on the probability of an attacker's victory 

Given that the support of the race by the attacker constantly requires certain financial 

costs from the attacker, the race can only theoretically continue indefinitely. In real 

circumstances, it will not be profitable for an attacker to continue the race and spend 

more resources on maintaining it than he can recover by successfully conducting a 



double-spend attack, or he has at his disposal. Another option, if an attacker is able to 

form a certain number of blocks over a long period of time, then it may be more eco-

nomical for him to publish them according to the rules of the network, receiving a 

reward for this, than trying to take advantage of dishonest (not corresponding to the 

rules of the network) behavior. And finally, if an attacker lags behind in a race with 

an honest network by a significant number of blocks, then, as shown above, his 

chances of winning are significantly reduced and he no longer needs to continue try-

ing indefinitely. 

For all the options considered, the value 
maxn  is a finite number. Consider its effect 

on the probability of an attacker's victory. 

As an illustration, Fig. 10 shows graphs of experimental values obtained in accord-

ance with the player’s ruin model for 
max 10, 35, 100, 1000n  and different 1N   and 

5, as well as comparisons with theoretical results obtained by M. Rosenfeld. 

As can be seen from the above results, the increase 
maxn  brings the obtained empir-

ical data closer to the analytical results of M. Rosenfeld [5]. With a decrease in prob-

ability, the theoretical results obtained by M. Rosenfeld are well approximated for 

small 
maxn . 

The relative error between theoretical and experimental results is close to the value 

0,5q  and is more than 0.1% in the following ranges: 

for 1N  : 

 from 0,28 0,72q   at
max 10n  ; 

 from 0,4 0,6q   at 
max 35n  ; 

 from 0,44 0,56q   at 
max 100n  ; 

 0,5q   at 
max 1000n  ; 

for 5N  : 

 from 0,26 0,70q   at 
max 10n  ; 

 from 0,38 0,62q   at 
max 35n  ; 

 from 0,42 0,54q   at 
max 100n  ; 

 from 0,48 0,5q   at 
max 1000n  ; 

The convergence of experimental results with theoretical calculations based on 

known analytical expressions confirms the adequacy and validity of the research re-

sults. 

Figures 11 show the experimental results obtained in accordance with the model of 

independent players with the same parameters ( max 10, 35, 100, 1000n  ; 1, 5N  ). 

For clarity, the theoretical result obtained by M. Rosenfeld is left. 

As you can see from the above graphs, the nature of the effect 
maxn on the result is 

expectedly preserved for the model of independent players. However, a comparison of 

the results obtained for different models confirms the thesis about the discrepancy 

between the estimates of the probabilities of a successful double-spend attack. 



 

 

 

а) 

 

b) 

Fig. 10. The integral probability of an attacker successfully forming a chain of blocks for 

1N   (a) and 5N   (b) confirmations with the participation of two competing entities (dot-

ted line is experimental data). Player ruin model. 



 

а) 

 

b) 

Fig. 11. The integral probability of an attacker successfully forming a chain of blocks for 

1N   (a) and 5N   (b) confirmations involving two competing entities (dashed line — 

experimental data). Model of independent players. 

7 Conclusions 

In this paper, a critical analysis of the well-known works on estimating the probabili-

ties of double spending in the protocol of consensus “Proof of work” is carried out. 

The presence of inaccuracies and unreasonable assumptions in the well-known works 

of S. Nakamoto [4] and M. Rosenfeld [5] is shown. In particular, it is shown that the 

basic assumptions about the probability space (the set of elementary outcomes and the 

probability of their occurrence) in the used model of player ruin (with two elementary 



 

outcomes) do not correspond to the real processes that occur during the establishment 

of the “Proof of work” consensus. 

It is proposed to use a model of independent players with four elementary out-

comes for a theoretical assessment of the probability of a successful double-spend 

attack. This model describes the real probabilistic process in the blockchain system 

when consensus is established based on the Proof of work algorithm, when each par-

ticipant (an attacker and an honest network) independently form blocks with probabil-

ities proportional to their hashrate (their computing capabilities). 

A comparison of the results obtained using computational modeling of a double-

spending attack based on the player’s ruin model and the model of independent play-

ers is carried out. The comparison was made for different capabilities of the attacker 

(the probability of forming a block), a different number of formed blocks after which 

the transaction is considered confirmed, of a different duration of the race (the num-

ber of blocks during which the attacker continues to try to catch up with an honest 

network). A significant difference (relative error of the model up to 99%) of the re-

sults obtained in computational modeling when using the independent players model 

from the player’s bankruptcy model is shown. 

All empirical estimates were obtained for high accuracy (relative error of no more 

than 1%) and reliability (confidence level of at least 99%). 

To confirm the adequacy of the results obtained, a comparison of empirical results 

with theoretical calculations based on known analytical relationships is given. It is 

shown that the results of a computational experiment for the player’s ruin model 

completely coincide (within the limits of a given reliability and relative accuracy) 

with the analytical result given in the work of M. Rosenfeld [5]. 

Based on the results obtained, it is possible to argue about the fallacy of using the 

player’s ruin model to assess the likelihood of a successful double spending attack on 

the “Proof of work” consensus protocol. These results can be useful in improving 

various mechanisms of cryptographic protection [17-21], especially in the context of 

building decentralized systems using blockchain technology. These results can be 

used in other computer science applications [22-28]. 
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