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Abstract. Nowadays biometric user authentication systems have become wide-

spread. These systems are implemented not only in enterprises, controlled-

access facilities, but also on smartphones of ordinary users and in online appli-

cations. There are special attacks designed to impersonate another person by 

submitting fake biometric data to the authentication system. The composition, 

purpose and main components of biometric face recognition systems are con-

sidered in the article, the essence of some known types of attacks, existing 

methods of counteracting counterfeit attacks (spoofing attacks) are analyzed 

and a new method for detecting them is proposed. The method is based on the 

use of an artificial convolutional neural network which was trained using a Re-

play-Attack Database from Idiap Research Institute. The results of modeling at-

tacks on training, validation and test data sets are presented. The obtained re-

sults show high efficiency of the proposed method: the probability that an at-

tack will be detected is 94.98%. This indicates the prospect of further studies of 

artificial neural networks for detecting attacks of counterfeit biometric images.   

Keywords: biometric images, spoofing attacks, convolutional neural networks, 

authentication 

1 Introduction 

Biometrics refers to the science of defining a personality basing on analysis of its 

behavior or physical or chemical characteristics [1]. The main biometric methods are 

fingerprinting, face and voice recognition. The biometric system recognizes personali-

ty by performing a number of operations. At the global level, a system using bio-

metric data consists of four parts [1]: 
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1. Scanner is a physical device used to collect input data to a biometric system. De-

pending on the application, the functionality of the device may be different, for ex-

ample, fingerprint images can be obtained with optical sensors, while a face sample 

can be obtained with a camera. 

2. Features extraction algorithm – important features contained in the input data are 

removed using the extraction algorithm. 

3. Data storage – a database contains templates of a similar type of input data, for in-

stance, a fingerprint database consists of information about the fingerprints of sev-

eral people. The data is not stored open for security reasons, but instead of that it is 

stored in a different special format. 

4. Decision-making algorithm (Decision algorithm) – the removed features are com-

pared with those stored in the database to obtain similarity evaluation. Depending 

on this assessment, a decision regarding the authentication (identity) of the user is 

made. 

 

Fig. 1. The components of the biometric system of authentication (identification) of users 

Depending on the application, biometric systems are divided into two types: to au-

thenticate or identify a person in the system. The identification system compares the 

input data with each image that lies in the database, and then makes its decision about 

the identity of the person. The authentication system compares the input data only 

with an image that matches certain unique identifier in the database. 

Since there are too many features that can be removed from a person's biometric 

data, for a feature to be considered useful, it must meet certain conditions. There are 

several of the following conditions given in [2]: 

1. Universality (versatility) – means that everyone must have this feature. 

2. Uniqueness – means that there must be sufficient difference among the characteris-

tics of different people. 

3. Constancy (permanency) – the feature must remain unchanged during the time 

when the prototype of the user's biometric attribute is stored in the database. 

4. Measurability – the feature must be possible to remove and/or to process. 

One of the biometric systems that meet these conditions is the face recognition sys-

tem. In this system the biometric data scanner is a typical or specially designed cam-

era for this task. In the article we will keep in mind that the scanner will use a regular 

smartphone camera or webcam for biometric data capture in the system. 

The objective of this work is to develop a method for detecting a spoofing attack 

on a biometric face recognition system. The proposed method is based on the use of 



modern elements of deep learning convolutional neural networks, which is used to 

detect attempts to fake biometric images (for example, by replacing biometric data 

when scanning the face with appropriate photo or video images). 

2 Face recognition system 

Deep learning methods that have developed significantly in recent years are used in 

our face recognition system. Their application allows achieving high accuracy [3]. 

In the general case, the process of face recognition using deep learning methods 

can be described as follows: 

1. User takes a photo of his face in a real-time mode. 

2. Next, the module that finds the person's face in the image works. The found face is 

sent to a module that processes unique features. 

3. The unique features of a mathematical image along with a unique user ID are com-

pared with those already stored in the database. 

4. The similarity of these two mathematical images is verified. If the difference be-

tween them does not exceed a specified value, then the user is allowed to access 

some resource or other type of service, that is, the authentication was successful. If 

the difference between the images exceeds the specified value, the user is informed 

that the authentication attempt has failed and the access to resource is failed. 

A trained deep convolutional neural network is used as a module that finds the face 

in the image. The algorithm which is used to find the object is described in [4]. More-

over, another trained convolutional neural network which is currently state-of-the-art 

within the scope of this task is used as an algorithm for extracting important fea-

tures [5]. 

The described system does not work in real time mode, that is, the input of algo-

rithms is submitted with only one image of the user. Therefore, such a system is vul-

nerable to special attacks on face recognition algorithms. Mainly, such as substitution 

or spoofing attacks [6]. 

The general scheme of such attacks implementation is shown in Figure 2. If Figure 

1 shows the correct biometric system, an attempt to spoof the attack will look like a 

substitution of real data of the user to the image of his data (in our case, this is the 

face). 

 

Fig. 2. General scheme of the attack on the face recognition system 



Let's analyze known attacks on face recognition systems that are built using deep 

learning methods. 

3 Attacks on the face recognition systems 

Currently, there are two types of attacks on the face recognition systems: 

 Adversarial attacks [7, 8]. 

 Spoofing attacks [9]. 

To begin with, adversarial attack information will be outlined and analyzed. This 

type of attack is aimed specifically at convolutional neural networks. 

3.1 The essence of Adversarial attacks and methods of counteraction 

In 2014, a team of Google and NYU researchers found out [8] that attacking convolu-

tional neural networks is an extremely simple, carefully constructed push-in. Figure 3 

shows an example of such an attack. 

 

Fig. 3. An example of an adversarial attack 

We start with an image of a panda that is correctly recognized by deep learning 

methods (neural network) as a “panda” with a confidence of 57.7%. If carefully con-

structed noise is added to this, the neural network itself will assume that it is a Gibbon 

image with 99.3% confidence. This is obviously an optical illusion, but only for the 

neural network. For human vision, nothing has changed, and it is safe to say that both 

images look like pandas – in fact, one cannot even say that some noise was added to 

the original image to build an example on the right. But adding ordinary noise is not 

the only type of attack. Another example is already aimed at bypassing of biometric 

facial recognition system via creating special glasses. It is showed in [9] that it is 

possible to deceive face recognition software by creating Adversarial goggles avoid-

ing face recognition. An example of such goggles is shown in Figure 4. 

The most interesting thing about this type of attack is that it is completely impossi-

ble to counteract it. There are only a few ways that can just reduce the likelihood of 

an attack of this kind [8]. One of the simplest and most violate ways is Adversarial 

training. Its main point is to create a series of Adversarial examples for its own neural 

network and then teach the model not to be mistaken with such examples. This im-

proves the overall situation, but sufficient resistance from this attack is not achieved. 



In fact, an attacker may be able to make a new attack in the same way but with the 

noise picked up for a new neural network. Such a struggle can go on indefinitely. 

 

Fig. 4. Example of glasses that can be used to trick the face recognition system 

The second way is Defensive Distillation. Its main point is that it trains the second 

model, the upper layers of which are smoothed in the places that the attacker will 

usually try to use, complicating their detection, which can lead to incorrect categori-

zation. The reason it works is that, unlike the first model, the second one is trained on 

the “soft” output performance of the primary model, rather than the “hard” (0 or 1) 

ones with real training data. This technique has been shown to be successful in pro-

tecting against simple variants of such attacks, but has become vulnerable to newer 

attacks. In particular, one can take the Carlin-Wagner attack as an example [10], 

which is a valid benchmark for evaluation of the neural network strength against 

competitive attacks. 

Thus, as one can see, there are no explicit methods of defense against the attacks 

under consideration. Therefore, the task of solving this issue is still a method of re-

search in the field of computer science or artificial intelligence [8]. 

3.2 The essence of Spoofing attacks and methods of counteraction 

The situation is different with this type of attack. A spoofing attack is an attempt to 

grant someone else's privileges or access rights through a photo, video or other data. 

Some examples of such attacks include: 

 Photo Attack: An attacker uses someone else's photo. The image is printed or dis-

played on a digital device. 

 Video Attack: A more sophisticated way to fool a system that typically requires 

looping video of a person's face. This approach makes it possible to use facial ex-

pressions and facial movements to make them look more "natural" than the previ-

ous method. 

 3-D Mask Attack: During this type of attack, the mask is used as a forgery tool. 

This is more complicated attack than video playback. This allows you to use facial 

movements and to bypass some additional layers of protection, such as depth sen-

sors. 

There are many different approaches to counteracting attacks of this type. The 

most popular modern solutions include: 



 Live Face Detection: A mechanism based on an analysis of how “live” is a test 

face. This is usually done by checking eye movements, such as blinking and face 

movement. 

 Contextual information exploration: By exploring the surroundings of an image, 

we can try to detect whether a digital device or photo paper was in the area found. 

 Texture analysis: In this method, small textured portions of the input image are 

probed to find patterns in fake and real images. 

  User Interaction: By inviting the user to perform a specific action (turn their head 

left or right, smile or blink their eyes), the algorithm can detect whether the action 

was performed naturally. 

Of course, one cannot ignore the special technical means specially designed to 

counteract such attacks. In practice, it was possible to offer Apple a list of deep-

rendering and 3D-usage methods that allow for fake support with great precision [11]. 

However, this high-end equipment is exclusively the proprietary campaign used by 

large companies in secure regional programs. 

During research and testing, it has been found that an extremely high level of real-

time counterfeit detection can be achieved with a standard medium quality camera. 

We offer a new method of recognition spoofing attacks, which is based on the use of 

convolutional neural networks. 

4 The proposed method and experimental research 

As mentioned above, convolutional neural networks perform very well in computer 

vision tasks. Therefore choosing the approach to developing the method, it was decid-

ed to use them.  

As is known from [12], in order to teach a neural network a specific task, it is nec-

essary to have specific data. In our case, the training aims at recognizing the spoofing 

attack, that is, detecting a fake face in the system, provided that only one face image 

and no more additional information is fed to the decision algorithm. 

As a result, the proposed method consists of using a convolutional neural network 

that receives biometric images of human faces at the input (128x128 pixels in our 

experiments) and outputs a binary solution: whether the input image is spoofed or not.   

The convolutional neural network (CNN) was first proposed by Jan Lekun in 1988 

and aims at effective pattern recognition [13, 14]. The main idea when constructing 

convolutional neural networks is to alternate subsampling layers or pooling layers. 

This is some approximation to the functioning of the visual cortex [15], in which so-

called simple cells responding to straight lines at different angles and complex cells 

whose reaction is associated with the activation of a particular set of simple cells were 

discovered. This artificial neural network architecture was named because of the con-

volution operation, the essence of which is that each fragment of the image is multi-

plied by the convolution matrix (nucleus) element by element, and the result is 

summed up and written to a similar position of the original image. 

Usually standard methods are used to train convolutional neural networks, most of-

ten the backpropagation method is the gradient calculation method used for updating 



the weights of a multilayer perceptron [16, 17]. This is an iterative gradient algorithm 

that is used to minimize the error of the multilayer perceptron and obtain the desired 

output [16]. The basic idea of this method of training is to propagate error signals 

from the network outputs to its inputs, in the direction opposite to the direct propaga-

tion of signals in the normal mode [17]. To implement convolutional neural network 

training in the proposed method of detecting spoofing attacks, data belonging to Idiap 

Research Institute and contained in the Replay-Attack database were used [18]. 

The Replay-Attack database consists of 1,300 video clips of attempted photo and 

video attacks for 50 different people under different lighting conditions. Data from 

this database is already divided into 3 subgroups, including: 

 Train data that will be used to train the anti-forgery classifier. 

 Validation data used to find the optimal classification threshold. 

 Test data to measure the effectiveness of the method developed. 

Persons who appear in one of the datasets (train, valid, or test) do not appear in any 

other dataset. After some experiments, it was decided to integrate this method imme-

diately after the face image was found on the input. This is due to the fact that, in 

some examples, a spoofing attack, the face finding algorithm did not find the face in 

the glossy type photos.  

The problem in our work is formulated as follows: a biometric image of the face is 

fed to the input of the spoofing attack recognition algorithm. At the output, the algo-

rithm should give one of two possible binary values: 

 1 (or «yes») - if the input is classified as a spoofing attack,  

 0 (or «no») - if the input is classified as a real image. 

An image argumentation algorithm was developed to extend our data, and the fol-

lowing types of argumentation were used: 

 Adding a Gaussian noise with a value 0.05 255scale   , where scale is a standard 

deviation from the normal noise-generating distribution; 

 Adding a Gaussian Blur with a value 0.5sigma  , where sigma is the standard 

deviation of a Gaussian filter; 

 Rotations from -45 to 45 degrees; 

 Zoom in or zoom out. 

The next stage of the study was the justification of special metrics to measure the 

effectiveness of the developed method. Because as a result of detecting an attack, a 

binary decision is made (yes / no), we have the following set of possible situations 

(Table 1). In our case, the null hypothesis is defined as follows: at the entrance to the 

spoofing recognition algorithm, we consider that the input image is an attempt to 

spoof the attack, which is denoted as H0. Then, the alternative hypothesis is defined as 

this: the input image that is fed to the input of the recognition algorithm is not an at-

tempt to spoof the attack and is denoted as H1. For each input image, a decision or 

conclusion is drawn that accepts or rejects the null hypothesis, i.e. whether it is an 

attempt to spoof the attack or not. 



For all input data, the decision rule is: if the output of the algorithm is less than 0.5, 

then it is assumed that the image is not an attempt to spoof the attack, otherwise it is 

assumed that the image is a spoofing attack. 

Table 1. Possible situations when fake attacks are detected 

 The real value 

H0 H1 
Model predicted  

result 

H0 True positive False negative 

H1 False positive True negative 

 

Table 1 shows the following terms:  

 True positive – the model correctly recognized the spoofing attack; 

 False positive – the model recognized the spoofing attack as a real face image; 

 True negative – the model correctly recognized the real face image; 

 False negative – the model recognized the real face image as a spoofing attack. 

False positives and False negatives are also called 1st and 2nd order errors. De-

pending on the system in which the algorithm is used, attention to one of the errors 

becomes greater. For example, if we take our situation into account, attention should 

be paid to a 1st-order error, since, when a model recognizes a spoofing attack for a 

real face, it can lead to critical consequences. Otherwise, for example, we have a sys-

tem for recognizing spam emails on the e-mail box, then there will already be more 

attention to the error of the 2nd kind, since, when a non-spam email is recognized by 

the algorithm as spam, it can lead to that an important email may be transferred to the 

spam folder and not reach the end user. 

After defining the basic concepts involved in evaluating the performance of a clas-

sification algorithm, let's determine what our model performance test is. Suppose we 

have trained our network on training data, and we need to know how the model would 

behave when dealing with data that was not in the training sample. To do this, there is 

or creates a special set of images that the algorithm has not yet seen. During testing, 

all results are stored in a special form, depending on Table 1. Thus, after testing 

throughout the test sample, we have four values that are the results of the model. Such 

values are the number of results True positive, True negative, False positive, False 

negative. But these are just basic metrics and, to better evaluate the performance of 

the model, use other custom metrics. In our work, such metrics are Precision and Re-

call: 

 
 

  

True positives
Precision

True positives False positives



, (1) 

 
 

Re
  negatives

True positives
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True positives False



, (2) 

where:  



 True positives - the total number of correctly recognized attacks;  

 False positives - the total number of false unrecognized attacks;  

 False negatives is the total number of mis-recognized attacks.  

Thus, in formulas (1) and (2), Precision shows the proportion of detected attacks 

from all attacks that were in the data set, whereas Recall shows the proportion of cor-

rectly recognized attacks from all images that were recognized as attacks [19]. The 

choice of such metrics is due to the fact that they show how big the error of the 1st 

kind is, on which we focus our attention. 

After defining the necessary metrics and data processing methods, the next step is 

to develop a neural network architecture. Figure 5 shows its architecture. 

 

 

Fig. 5. Convolutional neural network architecture 

From Figure 4 you can see that our neural network has 5 convolutional blocks con-

sisting of a Convolutional (Conv2D) layer and a MaxPooling2D layer. The last digit 

in the Output Shape value indicates the number of filters in the convolutional layer, in 

all convolutional layers the filter size is 3x3, and the relu activation function [20] and 

the padding value equals same. Filter size in MaxPooling2D layer is 2x2. After the 

last convolutional block, there is a Flatten layer that changes the dimension of a 3-D 

matrix into a 1-D vector, followed by two Dense layers, the first size 1024 neurons 

with relu activation function, the second one with 1 neuron and sigmoidal activation 

function [20] to obtain the probability of a substitution attack.  



The optimization of the neural network weights was performed using the Adam al-

gorithm [21], which is given below. 

The input to the algorithm:  

  : Learning speed (standard setting 0.001 ); 

 810  ; 

  1 2, 0,1   : Exponential decay rates for moment estimates (default settings  

1 20.9, 0.999    ); 

 ( )f  : Stochastic function with parameter  ; 

 
0 : Initial parameters vector. 

Algorithm:  

 
0 0m   (Initialization of the first moment vector); 

 
0 0   (Initialization of the second moment vector); 

 0t   (Initializing time step).  

Until 
t  converges, we perform the following operations in a loop:  

 1t t  ; 

  
1( )t t tg f    (Take a gradient with respect to the stochastic function of each 

time step t); 

 
1 1 1(1 )t t tm m g       (Update the rejected value of the first moment);  

 
2

2 1 2(1 )t t tg       (Update the rejected value of the second moment); 

  
11

t

t t

m
m 


   (Calculate the rejected value of the first moment); 

 
21

t
t

t








 (Calculate the rejected value of the second moment);  

 
1 . t

t t

t

m
 



  
 

 (Update parameters). 

At the output of the algorithm we get 
t  (Result parameters). 

The training of the neural network was held with the following parameters: 

 learning_rate = 0.001; 

 epochs = 25; 

 batch_size = 32; 

 loss: binary_crossentropy, 

where:  

 learning rate – a training step or rate at which weights change. If you choose too 

much of a learning step, the function can jump over the global minimum and nev-



er collapse, and vice versa, if set too small, the function can get stuck in the local 

minimum and never get out of it;  

 epochs – number of training cycles, that is, how many times the model should go 

through all training data;  

 batch size – the number of images that are fed into the model at the same time (to 

made the model geared towards generalizing the data and to speed up the learning 

process);  

 loss - a special function that is used to optimize the neural network. Loss helps 

optimize neural network parameters. Our goal is to minimize loss to the neural 

network by optimizing its parameters (weights). Loss is calculated by using a spe-

cial function, comparing the target (real) value and the predicted value with a neu-

ral network. Then we use Adam gradient descent method to update the neural 

network weights so that loss is minimized. So we train a neural network. There-

fore, loss is a function of losses, it is in charge of what the neural network will 

study, in our case the task of binary classification, so the choice falls on bina-

ry_crossentropy loss [22]. It is defined as follows: 

 
1

1
( ) log( ) (1 ) log(1 )

N

p i i i i

i

H q y y y y
N 

     , (3) 

where: 

 
iy is a real label  (1 or 0); 

 
iy  is a label predicted by the neural network.  

That is, binary_crossentropy loss measures the effectiveness of a classification 

model whose output is a probability value between 0 and 1. Loss increases when the 

predicted probability deviates from the real value. The ideal model should have a 

value of loss function close to zero. 

All software was programmed in Python using the following frameworks: tensor-

flow [23], opencv [24], imgaug [25]. 

5 The results of the experiment 

After 20 epochs, the model began to show signs of retraining, so the end of training 

occurred on the 20th epoch. Loss of our network was 0.1796 and the overall accuracy 

on the validation data was 0.9485. Figure 6 shows how the training loss and valida-

tion loss of our model varied over the training period. You can also see in Figure 7 

how the model's accuracy in training and validation data has changed. 



 

Fig. 6. Changes in tain_loss and test_loss during training. 

 

Fig. 7. Changing of model performance during training on validation and training data 

You can see that in Figure 6, our loss function drops throughout the training. This 

means that the model was able to find the difference in the distribution of data in the 

real image of the human face and in the fake. Figure 7 confirms the above, we see 

how accuracy (the number of correctly predicted values) increases with each epoch. 

You can also see that the results of the test set are worse on both charts. This is be-

cause the training data is seen and memorized by the model and not by the test data. 

Therefore, the effectiveness of the test sample is less than the training sample. 

The next step to improving the model's efficiency is finding the best decision 

threshold, which is 0.5 by default. The main criterion is the balance between false 

positive rate (FPR) and false negative rate (FNR) values [26]. Figure 8 shows how 

FPRs and FNRs change with the decision threshold being changed. The optimal 

threshold is usually the value where these two metrics have the smallest values rela-

tive to each other [27]. This is usually the point of intersection. 



 

Fig. 8. Changing false positive rate and false negative rate from changing the decision threshold 

As can be seen in Figure 8, the optimal decision threshold should be 0.59 in order 

to minimize the first-order error and the second-order error. From the figure you can 

see that further false negative rate does not increase much relative to how false posi-

tive rate decreases. The decision was made to set a decision threshold of 0.7 because 

it is more important for our system to reduce 1st order error.  

When the optimal decision threshold has been found, the final step of our experi-

ment is to measure the performance of our model on new data. In our case, such data 

is the test data specified in paragraph 4 of this article. Thus, according to the metrics 

of paragraph 4, the results of the algorithm are shown in table 2. 

Table 2. The results of the algorithm on all three databases. 

 Training database Validation database  Test database 

Precision, % 0.9786 0.9523 0.9498 

Recall, % 0.9642 0.9135 0.9204 

 

The values in the table were calculated on an already trained model. Metrics were 

calculated using formulas (1) and (2). As you can see from these metrics, the proba-

bility that an attack will be detected is 94.98%. It should be noted that models with 

different parameters and architectures were tested. The table shows the results of the 

best model, the details of which were given in paragraph 4. 

6 Conclusions 

This paper examines existing attacks on face recognition systems. A method of coun-

teracting Spoofing attack based on the use of artificial convolutional neural network 

was developed. The probability that an attack will be detected by our system is 



94.98%. Out of the box, only adversarial attacks remain, and still remain unbeatable. 

It can be noted that if you use real-time recognition, adversarial noise-based attacks 

will lose their relevance. Further work should focus on the recognition of the special 

eyepieces that were mentioned in paragraph 3 of this article. In addition, the obtained 

research results can be useful for various methods to improve the reliability and secu-

rity of biometric systems [28, 29]. These results can be used in other computer sci-

ence applications [30-36]. 
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