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Abstract. This paper describes our submission to the CLEF HIPE 2020
shared task on identifying named entities in multi-lingual historical news-
papers in French, German and English. The subtasks we addressed in our
submission include coarse-grained named entity recognition, entity men-
tion detection and entity linking. For the task of named entity recogni-
tion we used an ensemble of fine-tuned BERT models; entity linking was
approached by three different methods: (1) a simple method relying on
ElasticSearch retrieval scores, (2) an approach based on contextualised
text embeddings, and (3) REL, a modular entity linking system based
on several state-of-the-art components.
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1 Introduction

Named entity identification is an important task in information extraction. De-
tecting, classifying and linking named entities helps to enable semantic search,
which can be used for different domain applications, such as digital humani-
ties [13]. One example is information retrieval from historical corpora. Identifying
entities in historical documents poses several important challenges due to the na-
ture of historical texts. These challenges include OCR errors in document scans,
historical spelling variations and semantic shifts [12, 5]. This paper describes the
submissions prepared by our joint team from the University of Amsterdam and
Radboud University for the CLEF HIPE shared task. The main focus of CLEF
HIPE is on systematic evaluation of named entity recognition and linking meth-
ods on multilingual diachronic historical data [6]. The shared task consists of
several subtasks grouped into five bundles. Every team was allowed to submit
one bundle per language, with the exception of bundle 5 (named entity linking
given canonical mention spans), which was evaluated separately and could be
combined with any other bundle.
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Our submission targeted three of the subtasks in HIPE: (1) coarse-grained
named entity recognition (NERC), (2) end-to-end named entity linking (NEL)
using a modified NERC task for entity mention detection, and (3) named en-
tity linking using mention spans provided by the organisers (NEL-only). Entity
mention detection in this case was a supplementary task: it was not evaluated
directly within the system submissions, but served as a preparation step for NEL
in the setting of bundle 2, where entity mention boundaries were not given in the
test data. In all the subtasks, we only considered the literal sense of the entities.

For the first phase of the shared task, we designed solutions for English,
German and French languages within bundle 2, which included identifying, clas-
sifying and linking coarse-grained entities. For the second phase, bundle 5, we
focused on one language only (English) and compared our results to the out-of-
the-box tool, Radboud Entity Linker (REL) [10], as a competitive baseline.

2 Bundle 2: Named Entity Recognition and Linking

2.1 Experimental setup

Datasets and resources. The dataset provided by the CLEF HIPE organis-
ers consists of diachronically organised digitised historical newspaper articles
in English, German and French. The data is annotated using the standard
inside–outside–beginning (IOB) format and presented as tab-separated values,
where each row corresponds to a single token.

While validation datasets are provided for all of the three languages, training
data are only available for German and French. To provide the token classifi-
cation model with a sufficient amount of training data for English, we used
CoNLL-03 [14] as an auxiliary dataset.

Approach. We consider both NERC and entity mention detection tasks as in-
stances of the sequence classification task. For the NERC task, 5 entity types
(org, pers, prod, loc, and time) form 11 classes when annotated in the IOB for-
mat: each of the types has its ”B-” and ”I-” labels corresponding to the tokens
at the beginning and inside of an entity (e.g., ”B-pers” and ”I-pers”), while the
”O” label marks the remaining tokens which are outside of named entities. For
mention detection, 3 classes are considered: “B-entity”, “I-entity”, and “O”. To
perform sequence classification, we fine-tuned two pretrained BERT models [3]
provided by the Hugging Face Transformers library [15]: bert-base-cased for
English and bert-base-multilingual-cased for French and German. To im-
prove robustness of the approach, we used a majority vote ensemble of 5 model
instances per language fine-tuned on the training data with different numbers of
epochs, as well as different random seed values, where 5 ≤ num epochs ≤ 9
and random seed = 42 + num epochs.

To perform entity linking, we used ElasticSearch [4] to index all Wikidata
entity labels and search for each of the entity mentions extracted from the input
data to retrieve candidate entities. All the retrieved entities were included as
candidates, without filtering on type. Candidate entity ranking was performed



based on ElasticSearch retrieval scores combined with several heuristics, prefer-
ring precise matching and shorter entity IDs (assuming that the entities with
shorter IDs that were added to Wikidata earlier are typically more general and
therefore more likely to be correct in many cases). We used the latest Wiki-
data dump from 9th of March 2020 which contains more than 55M entities.
An important limitation of our approach is that it relied solely on the English-
language labels, which is likely to hinder its performance on some of the named
entities that vary across languages, such as “Geneva” in English versus “Genf”
in German.

2.2 Results and discussion

The submissions were evaluated with the HIPE scorer, which is provided by
the shared task organisers and available on github.3 The scores achieved by our
submissions on the NERC task are presented in Table 1.

Table 1. NERC-coarse results (literal sense, micro average)

English French German
strict fuzzy strict fuzzy strict fuzzy

F P R F P R F P R F P R F P R F P R

best HIPE .632 .623 .641 .786 .775 .797 .840 .831 .849 .921 .912 .931 .797 .790 .805 .878 .870 .886
UvA.ILPS .473 .443 .508 .678 .635 .728 .686 .656 .719 .830 .794 .869 .526 .499 .556 .726 .689 .768

baseline HIPE .405 .531 .327 .562 .736 .454 .646 .693 .606 .769 .825 .721 .476 .643 .378 .585 .790 .464

The baseline provided by the HIPE organisers for the NERC-coarse task
uses a traditional CRF sequence classification method. The top solution for
all languages is developed by the L3i team, with extra layers added on top of
several pre-trained BERT models and trained in a multi-task learning setting to
minimize the impact of OCR-generated noise, historical spelling variations and
other challenges specific to the data [2]. Our approach outperforms the baseline
but achieves significantly lower results in comparison with the top solution. It
shows that, while transformer-based approaches are a promising direction for
named entity recognition, using a majority vote ensemble of fine-tuned models
without any extra modifications is not likely to be sufficient for the setting of
noisy historical data.

Table 2. End-to-end NEL results (literal sense, micro average)

English French German
strict @1 relaxed @1 strict @1 relaxed @1 strict @1 relaxed @1

F P R F P R F P R F P R F P R F P R

best HIPE .531 .523 .539 .531 .523 .539 .594 .602 .598 .613 .622 .617 .534 .531 .538 .557 .553 .561
UvA.ILPS .300 .249 .375 .300 .249 .375 .251 .352 .195 .252 .353 .196 .254 .241 .269 .264 .250 .279

baseline HIPE .220 .263 .239 .220 .263 .239 .206 .342 .257 .257 .358 .270 .173 .187 .180 .188 .203 .195

3 https://github.com/impresso/CLEF-HIPE-2020-scorer



For the end-to-end NEL task, the HIPE baseline is AIDA-light trained on
English Wikipedia. The best solution was submitted by the L3i team using entity
embeddings trained on Wikipedia and Wikidata, combined with probabilistic
mapping. The results achieved by our submissions are presented in Table 2 and
compared with these two approaches.

For English and German, our submission scores above the baseline but far
below the top solution, which is not surprising given the simplicity of our ap-
proach. For French the recall values of our submission are below the baseline.
We assume that the main reason for this performance drop is due to the fact
that most of the French entities could not be found in the English-only Wikidata
index used in our system. We conclude that the bottleneck of our approach is
the entity retrieval rather than entity mention detection.

3 Bundle 5: Named Entity Linking with Correct Mention
Spans

3.1 Experimental setup

Datasets and resources. Our system runs were prepared using the same HIPE
corpora as in bundle 2, with no extra training data. The algorithm designed for
the first two runs used pre-trained contextualised Flair string embeddings [1]
provided by the task organisers.

Methods. For the first two runs, candidate entity retrieval was done the same
way as in bundle 2. To perform candidate entity ranking, we calculated cosine
similarity between contextual embeddings of a sentence containing the target
entity mention and a modified sentence, where the target entity mention is re-
placed with candidate entity description extracted from Wikidata. For example,
if the target sentence is ”We went to London for a weekend” and a candidate
entity is Q84 with the label London and the description ”capital and largest
city of the United Kingdom”, then the modified sentence would be ”We went to
capital and largest city of the United Kingdom for a weekend”.

The idea behind our approach resides upon two basic assumptions: (1) Wiki-
data entity descriptions are semantically similar to the corresponding entity
labels, and (2) contextualised string embeddings capture similarity between en-
tity descriptions and entity labels. After calculating the cosine similarity score,
it is multiplied by the Levenshtein similarity ratio between target and candidate
entity labels to prefer precise matching where possible. In the example above,
if one of the candidates is Q23306: Greater London then its score would be
multiplied by sim(’London’, ’Greater London’) = 0.6, while the score for Q84:
London would remain the same, as sim(’London’, ’London’) = 1. The similarity
ratio was calculated using the FuzzyWuzzy string matching library [7].

After using the resulting score to rank the list of candidate entities, a NIL
value is inserted to the list before the first candidate that has a score below
threshold. We chose the threshold value of 0.7 after tuning this parameter on the



development set. For submission 2 only, we added historical spelling variations
to the step of candidate retrieval using Natas library that performs historical
normalisation via neural machine translation [9].

The third run was prepared using REL [10] – a modular system that is
based on several state-of-the-art components, available as a Python library as
well as a web API4. Entity linking in REL is divided into three components: (i)
mention detection, (ii) candidate selection, and (iii) entity disambiguation. For
this submission, mention detection was skipped since the mention spans were
already provided by the organisers as the ground truth. Candidate selection
consists of retrieving seven candidates for each mention. The first four candidates
are retrieved based on the co-occurence probability of entities given a specific
mention (a so called p(e|m) index ). The remaining three are selected based on
their contextual similarity to the mention in an embedding space.

Entity disambiguation decisions are made by combining local compatibility
(which includes prior importance and contextual similarity) and coherence with
the other entity linking decisions in a document (global context).

3.2 Results and discussion

Run 1: Baseline. While the results @1 are below the HIPE baseline (Table 3),
the performance @3 and @5 is better (Table 4). Similar results were achieved on
the development set: while the correct entity would often make it to the top-5 or
top-3 of the ranked candidate list, it was rarely selected by the algorithm as the
most relevant answer, and the difference between candidate scores was usually
small. The algorithm was not directly optimised for top-1 candidate selection.
Another obstacle for the algorithm was NIL detection: as 30% of the mentions
were not linkable [6], simply adding the NIL value to the ranked list of candidates
based on the fixed threshold value was not a sufficient approach and resulted in
an overwhelming number of false positives.

Table 3. Named entity linking results (English, literal sense)

strict @1 fuzzy @1
F P R F P R

best HIPE .633 .685 .658 .633 .685 .658
Run #3 REL .593 .607 .580 .593 .607 .580
Run #1 Baseline .367 .365 .369 .367 .365 .369
Run #2 Historical .348 .344 .353 .348 .344 .353
baseline HIPE .506 .506 .506 .506 .506 .506

4 https://github.com/informagi/REL



Table 4. NEL-only results @3 and @5 (English, literal sense)

@3 @5
F P R F P R

Run #1 Baseline .463 .467 .465 .552 .557 .555
Run #2 Historical .451 .463 .457 .540 .555 .548

Run 2: Historical normalisation. Adding extra candidate entities by means
of historical normalisation in the second submission has resulted in more false
positives and slightly decreased overall performance in comparison to the first
submission. A likely explanation is that the normalisation algorithm was focusing
on infrequent historical spellings [9], most of which are not likely to be present
in the HIPE dataset.

Run 3: REL. REL performs very well and takes the second place in the scoring
table, which is rather remarkable for an out-of-the box linking system. We showed
that REL provides a strong baseline for the NEL task on historical documents,
demonstrating the state-of-the-art performance that can be reached without
accounting for additional properties, such as OCR errors and language change.

4 Conclusion and future work

Our contributions within the CLEF HIPE shared task approached coarse-grained
named entity recognition (NERC) and two settings of entity linking: end-to-end
and NEL-only. The results for NERC show that although fine-tuning BERT
models for sequence classification is enough to outperform the baselines for all
three languages, achieving top performance requires extra modifications in or-
der to deal with the challenges specific to historical data. The NEL results show
that, while using an embedding-based approach that takes historical spelling
variations into account is better than relying solely on ElasticSearch retrieval
scores, this approach is clearly outperformed by REL, as well as by many other
solutions – mostly due to its poor performance on NIL prediction and an over-
whelming number of false positives on the candidate selection step. REL, in
its turn, proves very efficient in the setting of the shared task, even without
specifically addressing the challenges of the historical data.

There are several possible directions for future work considering all the sub-
tasks that we approached in the context of the shared task:

Entity recognition and classification. Some examples of the ways to achieve
improvements over the state-of-the-art sequence classification methods within
the given task setup include (i) performing a more extensive parameter search
for the Transformer models; (ii) fine-tuning more advanced pre-trained models
(such as RoBERTa [11]), and (iii) reducing the impact of the noise in the training
data by using OCR correction algorithms, such as [8].



Entity linking. Since the task of entity linking consists of several steps, includ-
ing candidate generation and entity disambiguation, we see further opportunities
for improvement on each of these steps. Firstly, candidate generation can be im-
proved to increase recall. One of the ways to achieve this goal is to use OCR
correction as a pre-processing step in the algorithm. Secondly, entity disambigua-
tion should be improved upon in order to increase precision by decreasing the
number of false positives. We consider graph-based disambiguation methods as
a promising research direction. Thirdly, using entity types as features instead of
only relying on mention boundaries could also improve entity disambiguation in
the end-to-end setting.
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