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Abstract. We propose an ontology to help Al researchers keep track of the
scholarly progress of Al related tasks such as natural language processing and
computer vision. We first define the core entities and relations in the proposed
Machine Learning Progress Ontology (MLPO). Then we describe how to use
the techniques in natural language processing to construct a Machine Learning
Progress Knowledge Base (MPKB) that can support various downstream tasks.
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1 Introduction

In recent years, there has been a significant increase in the number of published pa-
pers for Al related tasks, and this leads to the introduction of new tasks, datasets, and
methods. Despite the progress in scholarly search engines, it is challenging to connect
previous technologies with new work. Researchers from the semantic web community
have noticed the importance of organizing scholarly data from a large collection of
papers with tools like Computer Science Ontology [10]. Natural language processing
researchers have proposed methods to extract information from research articles for bet-
ter literature review [8]]. Different from previous work which focuses on the extraction
of paper metadata and key insights, we propose to design an ontology and knowledge
base for better evaluation of Al research. Papers With Codeﬂ is a website that shows
the charts of progress of machine learning models on various tasks and benchmarks.
Those charts can help researchers to identify the appropriate literature related to their
work, and to select appropriate baselines to compare against. Although manually up-
dating this leaderboard may keep it accurate, it will become more difficult and time
consuming because of the large increase in published papers.

Knowledge extraction from research papers has been studied by the information ex-
traction (IE) community for years. Hou et al. [4] extract (Task, Dataset, Metric, Score)
tuples from a paper where the paper content is extracted from pdf files. In their two-
stage extraction framework, they first extract (Task, Dataset, Metric) tuples, and then
for each tuple, they separately extract (Dataset, Metric, Score) tuples. Kardas et al. [[7]
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specifically focus on extracting table results by taking the advantage of available latex
source code of papers. Work developed in parallel to ours is proposed by Jain et al. [6]],
which uses the data from Papers With Code as a distant supervision signal and intro-
duces a new document-level IE dataset for extracting scientific entities from papers.
Our work is complementary to AI-KG [2] which takes the abstract of a paper as input.
We also consider other sections and tables in a paper where the evaluation scores of
different metrics always occur. Our ontology can be considered as the front end of a
knowledge system that organizes all the extracted knowledge from different backend
IE tasks.

In this paper, we first introduce the Machine Learning Progress Ontology (MLPO)
which defines the core entities and relations useful for progress tracking of Al litera-
ture. Then, we propose to construct the Machine Learning Progress Knowledge Base
(MPKB) from a paper corpus using information extraction techniques. The ontology
definition and pipeline of knowledge construction are available onlineﬂ

2 Machine Learning Progress Ontology

As shown in Figure [T} the MLPO focuses on the results of machine learning experi-
ments, which differentiates it from prior work. This ontology defines five core classes:
Task, Dataset, Result, Model and Paper. To support proper citation of results, it also
includes general properties such as Venue, Author and Title which have already been
defined in the BIBO ontologyﬂ In total, MLPO has 22 classes, 18 object properties and
24 data properties.

mlp : testOnModel

Dataset

mlp : solvedBy

Ip: D:
mlp : testOnDataset mlp : reportResultsFrom

’ mlp : testOnMetric mlp : onTask

Result

xsd:decimal

Fig. 1: The main classes and relations in MLPO. The blue arrow means object property
and the orange arrow means data property.

It is important to notice that the Result class connects to all other core classes. From
a single paper, we could extract multiple Result individuals and each Result individual
records the used dataset, the used model, the target task and also the reported evalua-
tion score. For Task class, we create different subclasses representing different Al tasks
(e.g., natural language processing task). We create various data properties for evaluation
metrics which have different range constraints. For example, the range of data property
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Individual: SQUAD2_Result

IRI
http://www.semanticweb.org/ontologies/2020/1/machine_learning_progress_ontology#SQUAD2_Result

Annotations

rdfs:label SQUAD2_Result
rdfs:comment The performance of model DocQA+ELMo on development set of SQUAD 2.0.
Types

Result

Relationships

onTask machine_reading_comprehension

reportResultsFrom Know_What_You_Don't_Know:_Unanswerable_Questions_for_SQuAD
testOnDataset SQUAD2_dev

TestOnEM 65.1

testOnModel DocQA+ELMo

Fig.2: An example of extracted Result individuals.

“TestOnEM” which represents the exact matching metric, is a decimal as shown in
Figure [2| We use WebProtégeﬂ to develop our ontology and an example of extracted
individuals is shown in Figure 2]

3 Knowledge Base Construction

Constructing the Machine Learning Progress Knowledge Base (MPKB) involves two
tasks: scientific entity recognition (SER) and relation classification (RC). For the SER
task, we identify the core entities in a paper which are datasets, tasks and metrics. For
the RC task, for simplicity, here we only show how to identify two relations in a pa-
per: whether a dataset is used for a task and evaluated with a metric. For the example
in Figure [2] we would like to know whether “SQUAD2_dev” is used for the task of
“machine_reading_comprehension” and is evaluated with “TestOnEM”. We believe the
methods can also be applied to recognize other entities and relations. We leave extract-
ing all the mentioned relations defined in MLPO to future work.

3.1 Scientific Entity Extraction

We treat entity extraction as a sequence tagging problem. One challenge is that we only
have document-level instead of sequence-level annotations. As a solution, we use fuzzy
matching to find the entity spans in a paper. Given the text of a paper, we first use spaCyﬂ
to find the noun phrases. Then we match the noun phrases with pre-curated entity names
using the similarity measure based on Levenshtein Distanceﬂ For tasks and metrics, we
set the similarity threshold to 0.5. For datasets, we set the matching threshold to 1 (i.e.,

4 https://webprotege.stanford.edu/

Shttps://spacy.io/

6 https://chairnerd.seatgeek.com/fuzzywuzzy—-fuzzy-string-\
matching-in-python/


https://webprotege.stanford.edu/
https://spacy.io/
https://chairnerd.seatgeek.com/fuzzywuzzy-fuzzy-string-\matching-in-python/
https://chairnerd.seatgeek.com/fuzzywuzzy-fuzzy-string-\matching-in-python/

exact match). If the fuzzy matching similarity between a noun phrase and an entity
name is larger than the corresponding threshold, then we annotate the noun phrase as
the target entity. We also designed a tagging schema similar to BILOU [9]. For section
titles in the paper, we annotate every token either as at the first, middle or last position.
For every sentence in each section, we tag the word as at the first, middle or last position
of the sentence. For tokens belonging to an entity in a sentence, we tag them with the
corresponding entity types. Based on the paper text and annotated tags, we train a Bi-
LSTM-CRF model [5] to predict the tags of test data.

3.2 Relation Classification

We use an information retrieval method for relation classification. To construct the
query g, we concatenate the text of a result tuple (Task, Dataset, Metric). We select the
first 100 tokens from each section of a paper as its text representation 7},. Finally, we
match the two inputs with a neural ranking model. In particular, we use Conv-KNRM
[LL] to predict the binary relevance score of a triple-paper pair:

label = ConvKNRM (q,T,) (1

The label is equal to 1 if the triple is relevant to the paper, otherwise the label is equal to
0. We choose Conv-KNRM in this paper because it is efficient. A state-of-the-art model
like BERT [3]] can also be used as in Hou et al. [4].

4 Experiments and Evaluation

We randomly divided the paper collection of the NLP-TDMS dataset [4] into training
(80%) and testing (20%) sets. For the Bi-LSTM-CRF model, we set the embedding di-
mension to 100. We use a bi-LSTM with 2 layers. When training relation classification,
we create k positive result tuple-paper pairs (one for each tuple used to annotate the pa-
per) and n — k negative pairs, where n is the total number of result tuples in the ground
truth. This results in many more negative samples than positive samples: 94% of result
tuple-paper pairs are negative. To address this imbalance, we oversample the positive
class by creating 20 copies of each positive sample.

From the result tables, we can see that among different entity types, Task is the
easiest type to recognize. Dataset has higher precision but lower recall than Metric.
Such variances may indicate that tasks have more observable patterns to appear in a
paper than other entity types, so that the predicted sequence tagging is more accurate.
Conv-KNRM achieves high results on all the evaluation metrics for predicting irrele-
vant paper-triple pairs. The most challenging part for the neural network is to capture
the semantic similarities between paper content and (Task, Dataset, Metric) triple for
positive pair.

Tag |Precision|Recall| F1
Task 0.99 1.00 |0.99
Dataset| 0.66 0.36 |0.46
Metric| 0.44 0.46 10.45

Paper-triple label |Precision|Recall| F1
Irrelevant (0) 0.93 0.99 [0.96
Relevant (1) 0.98 0.51 |0.67
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Conclusion

We have proposed an ontology specifically designed for progress tracking of Al tasks.
We also proposed methods to extract information from papers to construct a knowl-
edge base for Al evaluation. The resulting knowledge graph can be used for various
downstream tasks. For example, we can request the system to return the top-k text clas-
sification models ranked by accuracy on Yelp reviews dataset [11]] by constructing the
corresponding SPARQL query. Combined with methods of document summarization,
we may be able to automatically generate a survey paper for a given task.
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