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Abstract

Profane or abusive speech with the intention of humiliating and targeting individuals, a specific com-
munity or groups of people is called Hate Speech (HS). Identifying and blocking HS contents is only a
temporary solution. Instead, developing systems that are able to detect and profile the content polluters
who share HS will be a better option. In this paper, we, team MUCIC, present the proposed Voting Clas-
sifier (VC) submitted to Hate Speech Spreader Detection shared task organized by PAN 2021. The task
includes profiling HS spreaders for two languages, namely, English and Spanish from the text collected
from Twitter. This task can be modeled as a binary text classification problem to classify an author
(Twitter user) based on his/her tweets as ‘Hate speech spreader’ or ‘Not’. The proposed models utilizes
a combination of traditional char and word n-grams with syntactic ngrams as features extracted from
the training set. These features are fed to a VC that employs three Machine Learning (ML) classifiers
namely, Support Vector Machine (SVM), Logistic Regression (LR), and Random Forest (RF) with hard
and soft voting. The proposed models with accuracies of 73% and 83% for English and Spanish languages
respectively, obtained second rank in the shared task.

Keywords
Hate Speech Spreader, Machine Learning, N-grams, Voting Classifier,

1. Introduction

Rapid dissemination, low cost, ease of access, and more importantly anonymity are the signifi-
cant features of social media in current era [1, 2, 3]. There are so many religions, communities,
groups of people and their subdivisions in this world whose thoughts and beliefs vary from
one another. Mutual tolerance and respect is very essential for co-existence and peaceful living
[4] on this earth. However, in some cases, one group’s dogma can be against another as well
creating panic and disturbances in the society. With inimical intentions or just for fun, there are
users who share HS and profane content over social media or even offline. Online HS contents
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on social media are more fearsome and troublesome due to rapid dissemination of information
[5]. HS contents usually originate from people or a group who are prejudiced with the intention
of discriminating and targeting a race, religion or with sexual orientation of people who are
noxious and harmful for society. Hence, the task of HS detection and profiling the spreaders is
being indispensable [6, 7] in order to avoid the spread of HS and the possible damage it could
cause to the society.

Appropriate tools and benchmarked labeled corpora are required to address the challenges of
HS detection and profiling the spreaders [8]. In order to address these challenges, PAN [9] at
Conference and Labs of the Evaluation Forum (CLEF) 2021 has called for a shared task: Profiling
Hate Speech Spreaders on Twitter [10] for two languages namely, English and Spanish. The
datasets provided by PAN consists of texts collected from Twitter and the task can be modeled as
a binary Text Classification (TC) problem where a user based on his/her tweets can be identified
as ‘HS spreader’ or ‘Not’. As one of the participating team in this task, we, team MUCIC, have
proposed an ensemble model that utilize the strength of three Machine Learning (ML) classifiers
namely, Support Vector Machine (SVM), Logistic Regression (LR), and Random Forest (RF) as
estimators to build a robust VC.

LR is an impressive algorithm for binary and linear classification problems which models
the probability of a discrete outcome from an input variable. Ease of realize and exquisite
performance are the major features of this algorithm for binary classification [11]. SVM as
a supervised ML algorithm has been widely used for classification and regression tasks. The
main significance of SVM is identifying optimal boundary which effectively distinguish the
classes in training data. SVM uses kernel trick technique to transform data and based on these
transformations it will find an optimal boundary between the possible outputs . While a single
Decision Tree (DT) consists of root and decision nodes with a top down greedy approach that
splits the dataset into smaller subsets, RF is itself an ensemble learning model which employs a
set of DTs and computes majority voting for the prediction of terminal nodes to determine the
final prediction for the given input [12, 13].

Traditional n-grams are a set of co-occurring items or elements such as characters, words,
Part-Of-Speech (POS) tags, etc. as they appear in a text. But, the idea of Syntactic n-grams
(sn-grams) is to follow a path in the syntactic tree to construct n-grams, rather than taking them
from surface representation. In other words, the sequence of words that appear in the path of a
syntactic tree are considered as neighbors and the real neighbors of words based on syntactic
relations [14, 15, 16] are extracted. To obtain the benefits of both the n-grams structures, the
traditional char and word n-grams are extracted and combined with sn-grams as a feature set
and transformed into vectors using CountVectorizer to feed the VC model. Rest of the paper
is organized as follows: the related work and methodology are discussed in Section 2 and 3
respectively followed by results in Section 4. The paper eventually concludes with future work
in Section 5.

2. Related Work

Most of HS detection tasks are modeled as short TC and rarely has been explored as profiling
task. Some of the recent works on HS detection and text profiling have been reviewed here.



Zimmerman et al. [17] has proposed an ensemble of Deep Learning (DL) models for HS detection
and also Sentiments Analysis (SA) from tweets. The authors ensembled 10 Convolution Neural
Network (CNN) models by summing softmax results from the underlying models and then
averaging it. Considering the average soft-max score of all models, the class with highest
average is assigned to the given tweet. Utilizing the publicly available embedding models,
this model was evaluated on two datasets, namely, abusive speech [18] and SemEval 2013
SA [19] and obtained average F1-scores of 77.83 and 70.36 respectively, with batch size and
epochs of 10 each. HASOC 2020 [20] shared task organized by Forum for Information Retrieval
Evaluation (FIRE) 2020 consists of two subtasks; i) a binary TC task where a given text should
be categorized as HOF (containing HS contents) or NOT (Not Offensive) and ii) texts identified
as HOF should be further classified into one of three categories namely, Hate speech (HATE),
OFFENSIVE and PROFANITY. Datasets for this task has been provided for three languages,
namely, English, Hindi, and German as detailed in [18]. Overall results reported by HASOC
shows very competitive performances among the teams and differences between the F1-score
of best performances and average ones are less than 0.04.

As a participant of HASOC 2020, Balouchzahi et al. [1] developed two models namely,
ensemble of ML classifiers (LR, SVM, and RF) and Universal Language Model Fine-Tuning
(ULMFiT) based on Transfer Learning approaches. The authors also employed ULMFiT as an
estimator along with LR and RF. Texts are preprocessed by removing punctuations, stopwords,
non-alphabets and unnecessary characters. fast.ai' and sklearn” libraries are used to build
ULMFiT model and ML classifiers using pre-trained LM and combination of char and word
n-grams respectively. For the first subtask an ensemble of SVM, LR, and ULMFiT obtained
0.497 and 0.518 F1-scores for English and Hindi respectively and ensemble of LR, SVM, and
RF achieved 0.504 F1-score for German language. Also ULMFiT model submitted for second
subtask in English language achieved F1-score of 0.265. Shashirekha et al. [21] ensembled three
ML classifiers namely, Gradient Boosting, Random Forest and eXtreme Gradient Boosting as VC
with soft voting configuration for HASOC 2020. After removing punctuation symbols, numeric
data, stop words, uninformative words and frequently occurring words, features such as number
of words, characters, punctuations, and length of the words are extracted from the training texts
of all languages. Further, for English language, number of upper case characters, title words,
and the frequency distribution of POS tags ie., Noun, Verb, Adjective, Adverb, and Pronoun
are computed and used as additional features. These features are transformed to vectors using
CountVectorizer and fed to the proposed model and obtained F1-scores of 0.5046, 0.5106, and
0.5033 for first subtask for English, German, and Hindi languages respectively. The proposed
model also obtained 0.2596, 0.2595, and 0.2488 F1-scores for second subtask for English, German
and Hindi respectively.

PAN at CLEF have managed to go further in identifying the content polluters who share HS,
fake news, etc. or identifying bots from human followed by gender detection and profiling.
Some of them are PAN 2018: Multimodal Gender Identification In Twitter [22], PAN 2019: Bots
and Gender Profiling in Twitter [23] and PAN 2020: Profiling Fake News Spreaders on Twitter
[24]. The task of profiling fake news spreaders on Twitter in PAN 2020 consists of datasets

"https://www.fast.ai/
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for Spanish and English languages which includes 100 tweets per user and totally 300 users
per language as training set and 100 tweets per user and totally 100 users per language as
test set. Shashirekha et al. [2, 3] submitted two models, namely, ULMFiT and ensemble of
ML classifiers as a VC for this task. They scraped raw texts from Wikipedia for Spanish and
English languages and applied basic preprocessing steps. Preprocessed texts were used to train
general domain Language Model (LM) and texts from training set were used to fine-tune the
LM and finally the LM was employed to build target model for detecting fake news spreaders.
Similar to Balouchzahi et al. [1] fast.ai library has been used to build LM and target model. For
ML VC model construction, training set was first preprocessed by eliminating stopwords and
punctuation, converting emoji to text and lemmatizing the words followed by feature extraction.
Unigram TFIDF, N-gram TF combined with Doc2vec are extracted as features and scaled by
MaxAbsScaler. A combination of Chi-square test, Mutual Information, and F-test algorithms
are used to select important features which are in turn used to train the proposed VC. As per
the results reported by PAN, ULMFiT and ML VC models obtained average accuracies of 0.63
and 0.70 respectively.

3. Methodology

The significance of ensembling ML models lies in improving the strength and covering the
weakness of individual classifier models. Taking a note of this concept, a VC model of three ML
estimators namely, SVM, LR, and RF is developed by exploiting hard and soft voting configuration
for English and Spanish languages respectively.

ML models used in the proposed VC are chosen because of their efficient performances for
binary classification as proved in the available literature and based on our experiments. While
RF which is already a method of ensembling utilize 10,000 decision trees as estimators, SVM
uses linear kernel. Rest of parameters for these two models and all parameters of LR estimator
have been set to default. As a preprocessing step, texts are striped and hashtags such as USER,
URL, and RT are removed and all words are converted to lower case for English. However,
preprocessing is avoided for Spanish language texts as our experiments without preprocessing
performed better.

A feature extraction module as shown in Figure 1 is used to extract char (2, 3, 4, 5) and
word (2, 3) n-grams and sn-grams (2, 3). SNgramExtractor® library has been used to extract
sn-grams from English and Spanish texts. The extracted features are transformed to vectors
using CountVectorizer. Figure 2 illustrates the structure of proposed VC model graphically.

4. Experimental Results

4.1. Dataset

Datasets provided by PAN consists of a training set of 200 XML files for each language and each
XML file represents a user with 200 tweets. The test set consists of 100 XML files per language
and the proposed models should identify whether a user (represented by an XML file) is a ‘HS

*https://pypi.org/project/SNgramExtractor/
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Figure 2: Structure of proposed VC model

spreader’ or ‘Not’ based on the analysis of tweets given in the XML files. Details of the training
data along with label distribution which is presented in Figure 3 illustrates that the dataset is
completely balanced.

4.2. Results

PAN uses TIRA Integrated Research Architecture submission system [25] that provides Virtual
Machine (VM) for the shared task participants through which they can submit and evaluate
their proposed models. As PAN encourages early bird submission of the models, the initial
models of the proposed approach are submitted through TIRA and due to technical issues the
final model and predictions on test set (labels) are submitted through mail. Performances of the
models are evaluated by the task organizer based on accuracy metric and the results in shared
task website? illustrate that the VC model obtained accuracies of 83% and 73% for Spanish and
English texts respectively.

Performances of the best teams presented in Table 1 shows very competitive results and our
proposed models (mentioned as MUCIC) obtained second rank in the shared task. The highest

*https://pan.webis.de/clef21/pan21-web/author-profiling htmlresults
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Figure 3: Distribution of labels in the training data provided by PAN

Table 1

Best performing teams in shared task
Team English  Spanish  Average
SiinoDiNuovo 73.0 85.0 79.0
MUCIC 73.0 83.0 78.0
tamayo 74.0 82.0 78.0
andujar 72.0 82.0 77.0
anitei 72.0 82.0 77.0
anwar 72.0 82.0 77.0

accuracies reported for Spanish and English texts are 85% and 74% respectively.

5. Conclusion and Future Work

Following the adventures in text processing tasks, PAN 2021 called for a shared task to detect
Hate Speech Spreaders in English and Spanish language tweets. This challenge is tackled by
team MUCIC by building a robust VC using ML classifiers and traditional char and word n-grams
along with syntactic n-grams as features to train VC model. Our team (MUCIC) obtained second
rank with an average accuracy of 78% in the shared task. As future work we would like to
explore more feature sets with ML models and also experimenting DL and TL approaches.
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