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Abstract
This paper reports on our approach to addressing the Shared Task Profiling hate speech spreaders on
Twitter for both English and Spanish, organised as part of the PAN@CLEF 2021 Challenge. We submitted
one run for each language based on pre-trained language models. For English we fine-tuned a BERT-
model while for Spanish we used a language-agnostic BERT-based sentence embedding model without
fine-tuning. The second approach appears to have been a lot more effective than the first one. Given
the simplicity of the approaches there is plenty of room for future directions based on the architectures
adopted here.
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1. Introduction

Hate speech is not a new phenomenon but it has become more and more of a problem in recent
years and has consequently attracted a lot of attention in the research community making hate
speech detection a very active research field, e.g. [1]. In particular the growing impact of social
media on the way people share and access information has demonstrated the need to tackle
the problem systematically as issues such as cyber-bullying and other hurtful and anti-social
behaviours [2, 1, 3] have become a growing cancer that needs to be tackled broadly across many
different platforms and applications. We should note that the task of removing hate speech is
not as simple as it seems as there is a fine balance between filtering hate speech and the possible
restriction to the freedom of speech if a perfectly reasonable opinion is incorrectly flagged as
hate speech and subsequently removed [4].

The motivation of this task [5] is to move from a purely reactive to a more pro-active approach
that does not simply identify messages as hate speech but instead identifies social media users
as hate speech spreaders thereby allowing the problem to be addressed more effectively (e.g. by
suggesting to the owner of the social media platform to ban such users).

Transformer-based methods have been demonstrated to be highly effective for a wide range
of NLP tasks, e.g. [6]. This is the reason we adopt state-of-the-art pre-trained transformer-based
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deep neural text embeddings for tackling the PAN sub-task on profiling hate speech spreaders on
Twitter. In this report, we will provide an overview of the steps taken and the models used in our
experiment. We will start by briefly describing the dataset, looking at the pre-processing steps
and models used before we report our results obtained for the two submissions as compared to
the baselines [7] submitted by the organizers.

2. PAN Task 3: Profiling Hate Speech Spreaders on Twitter

The third task [5] of the PAN Challenge at CLEF 2021 [8] involves the profiling of hate speech
spreaders on Twitter towards, for instance, immigrants and women using sampled data from
the individual user’s timeline.

The training dataset consists of 40,000 tweets constituting a set of 200 tweets sampled per
each of 200 anonymized users in XML format for two languages, English and Spanish. The test
set contains tweets from 100 anonymized users per language. The tasks were treated separately
for each language and therefore two different models were used for both English and Spanish.

An small snapshot of the raw training English data is reproduced in Figure 1.
Note that the 200 tweets of hate speech spreaders may not all contain hate speech. The aim of

the experiment is to discover if frequent hate spreaders can be identified based on their timeline
history.

The systems are ranked using the average of Accuracy achieved on the English and Spanish
test sets. Submission and evaluation of this year’s tasks were done on TIRA [9] or sent to the
organizers through mail. All codes used in this experiment can be accessed via GitHub.1

2.1. Preparing the Data using Contextual Embeddings

In recent years, transformer-based models such as Bidirectional Encoder Representations from
Transformers (BERT) have emerged as the dominant paradigm in a broad range of NLP appli-
cations ranging from translation to classification, e.g. [6, 10]. Part of the success story is the
fact that the expensive task of pre-training is only done once and this pre-trained model can
be subsequently fine-tuned to each NLP task at hand with just one additional output layer to
create state-of-the-art models. In effect there has been a large number of different BERT-based
models that have emerged from this, e.g. [11, 6, 12, 13, 14]. Specifically, we turn the textual
representation of the input documents (tweets) into contextual embeddings as follows. The
input data (in XML format) has to be turned initially into tensors for input in the Keras Model
by first extracting all text for each user using an XML parser and pandas in Python. The
dataframes indexed with user-ids are then formatted into tensors ready to be used as input for
the transformer model. The training dataset was split for train-test reasons; 160 for training, 32
for validation, 8 for testing and shuffled for every other time it was run.

2.2. Approach for the English Run

The experiment for the English task involved the binary classification test set of 100 users
similarly parsed in XML format. The training set is composed of 200 users with 200 tweets each.

1https://github.com/kaodamie

https://github.com/kaodamie


Figure 1: Small sample of the raw XML of the English Training Data

The model architecture used was a dense artificial neural network with a single output with
sigmoid activations. With the success of BERT-based models in NLP, we employed ALBERT, a
BERT-based model trained on a large corpus of the English language with reduced parameters
without a significant effect on the performance benchmark [11]. Reusing the model only
required a fine-tuning of its parameters on the dataset which requires that output from ALBERT
is learned as well in the network. The network had a dense layer receiving BERT encoder
outputs with a dropout of 0.1 with sigmoid activation on a single output layer. The network run
for 10 epochs with 5 steps per epoch and a batch size of 32. The loss function used was binary
cross-entropy with an adaptive moment estimation (Adam) optimizer and a learning rate of
1e-6. The metric used for training was binary accuracy in line with accuracy as the specified
metric for evaluation of the challenge.

A checkpoint was implemented for the neural network. The epochs had an average runtime
of about 250 seconds and therefore a larger number of epochs would be costly. The checkpoint
was to monitor the minimum binary validation loss with a patience of 3 epochs. The validation
loss was chosen other than training loss to check overfitting of the training dataset.



Table 1
Accuracy Results for English

English(Albert) Sample Size Accuracy

Training 160 0.59
Validation 32 0.65

Test 8 0.86
Evaluation Test 100 0.53

2.3. Approach for the Spanish Run

A similar model to the English run was used for the Spanish run in that we used a transformer-
based model containing a text input layer, prepocessing layer, an encoding layer, and a single
densely-connected layer as output also with a dropout of 0.1. The binary cross-entropy loss
function, as well as Adam optimizer were also used for the Spanish run. The preprocessing
layer was a multilingual universal sentence encoder preprocessor [10]. This preprocessor is a
companion to the BERT models for preprocsssing plain text inputs into the input format expected
by BERT. The model uses a vocabulary for multilingual models extracted from Wikipedia,
CommonCrawl, and translation pairs from the Web. It has no trainable parameters and can be
used in an input pipeline outside the training loop [10, 15].

The encoder layer used was the language-agnostic BERT sentence embedding model (LaBSE)
[16]. LaBSE supports about 109 languages including Spanish. The language-agnostic BERT
sentence embedding encodes sentences into high-dimensional vectors. The model is trained
and optimized to produce similar representations solely for bilingual sentence pairs that are
translations of each other. Because of its usefulness in sentence translations in a larger multilin-
gual corpus, text classification, semantic similarity, clustering and other natural language tasks
[16, 15] we applied it for this classification task.

The encoder was not fine-tuned because of the large memory requirement. Running on
Google Colabs required a RAM of about 12 gigabyte and even for better performance and speed,
a GPU and a RAM greater 32 gigabyte is recommended. The model was trained in 10 epochs
with callbacks on the binary validation loss.

3. Results Obtained

During training the fine-tuned ALBERT model used for the English task peaked at a best binary
validation accuracy of 0.65 as illustrated in Table 1. A possible explanation for this rather low
figure is that the length of data used for training was length of 200 and longer sentences for
each user. Besides each user having 200 tweets, those users profiled as hate speech spreaders
may still be quite similar to non-hate spreaders as not all tweets in the history of hate spreaders
may contain hate. Therefore training a model to perform classification on such a dataset can be
quite a challenge.

However, with the Spanish model which applied a BERT-based language-agnostic sentence
encoder that was not fine-tuned performance peaked at a binary validation accuracy of 0.71 (see
Table 2) but (unlike the English system) performed better on the test set. The model attained



Table 2
Accuracy results for Spanish

Spanish(LaBSE) Sample Size Accuracy

Training 160 0.56
Validation 32 0.71

Test 8 0.75
Evaluation Test 100 0.77

Table 3
Baselines comparison of Accuracy results for Spanish test set

Model Accuracy

Word nGram+SVM 0.83
LSDE 0.82

USE+LSTM 0.79
LaBSE(ours) 0.77
MBERT LSTM 0.76
XLMR-LSTM 0.73
TFIDF-LSTM 0.51

an accuracy of 0.53 for English and 0.77 for Spanish after evaluation on the test set for the
challenge.

It is not easy to put these numbers in context – other than observing that the performance of
the English run was surprisingly low. The language-agnostic BERT-based sentence encoder
on the other hand performed better as our Spanish run outperformed three of the baselines
[7] submitted (see Table 3). Understanding why different approaches perform better or worse
on a particular dataset is not easy anyway, in particular when it comes to the explainability
and interpretability of neural network-based approaches, e.g. [17][18] as performance can be
affected by many parameters including a particular sample, learning rate, initialized weights
among others used in training. What we do however see is a huge performance variation
across training, validation and test data as well as across different submissions for this task. We
attribute this in part to the small sample making it difficult to draw generalizable conclusions
from a single run. We conclude that the approaches need to be tested on a wide range of
additional collections to gain a better understanding of strengths and weaknesses as well as
variation of results and robustness more generally, something that fits well with the idea of
moving away from aiming to train systems that do amazingly well on specific collections but
tend to fall over when applying them elsewhere, e.g. [19].

4. Conclusions

The use of transformer-based models for NLP tasks has pushed the state of the art in many
applications. In this experiment, two different (very simple) BERT-based models were applied in
an attempt to classify hate speech spreaders through training on the bulkiness of their timelines.



We extracted contextual embeddings by using pretrained transformer-based models and then
run through a single layered output for classification. What we found in our experiments was
that the power of transformer-based approaches varied substantially across runs, and some
traditional baselines did in fact perform surprisingly well (at a much lower cost overall). We
do however not see this as a reflection of the weakness of more sophisticated methodologies
but more of an issues arising from the datasets that are used for training and testing. The
aim should be to explore a wide range of datasets to find out which of the methods is most
robust, something particularly important when thinking about hate speech. A particularly
promising approach, which has been shown to work well in many NLP tasks including hate
speech detection [4], is to use ensemble classifiers which can tap into the different strengths of
individual classifiers, be it transformer-based or traditional ideas.
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