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Abstract

English. New regulations on transparency
and the recent policy for privacy force the
public administration (PA) to make their
documents available, but also to limit the
diffusion of personal data. The present
work displays a first approach to the ex-
traction of sensitive data from PA docu-
ments in terms of named entities and se-
mantic relations among them, speeding up
the process of extraction of these personal
data in order to easily select those which
need to be hidden. We also present the
process of collection and annotation of the
dataset.

Italiano. Le nuove regolamentazioni sulla
trasparenza e la recente legislazione sulla
privacy hanno spinto la pubblica ammin-
istrazione a rendere i loro documenti pub-
blicamente consultabili limitando pero la
diffusione di dati personali. Presentiamo
qui un primo approccio all’estrazione di
questi dati da documenti amministrativi in
termini di named entities e relazioni se-
mantiche tra di esse, in modo da facilitare
la selezione dei dati che devono rimanere
privati. Presentiamo inoltre il processo di
collezione e annotazione del dataset.

1 Introduction

In recent years, public administrations (PA) in
the Italian government have been forced to pub-
lish a huge amount of documents, to make them
available to citizens, organisations, and authori-
ties. This is the result of the recent legislation
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about the transparency. For instance, municipali-
ties have to share their documents in a virtual place
called Albo Pretorio. In most cases, the online
publication of these acts is a necessary condition
for their purposes to become effective. !

On the other side, the General Data Protection
Regulation (GDPR), approved in 2016 by the Eu-
ropean Union, enhances individuals’ control and
rights over their personal data, limiting its diffu-
sion over any medium (especially including online
platforms such as websites and social networks).

In this context, it is important for the public ser-
vants within the PA to amend some documents by
hiding the data that cannot be publicly published.
Nowadays, most of this work is done manually,
hiding the sensitive information document by doc-
ument. This procedure is clearly time-consuming,
non-scalable, and error-prone.

Natural Language Processing (NLP) techniques
can be seen as a watershed between a manual man-
agement of the PA documents and a new genera-
tion of instruments that will finally speed up the
process, leaving manual effort as the sole final
check just before the publication of the data.

This is not the first time this problem is tackled
using NLP, but past works are mainly focused on
English and limited to the entity extraction task
(Guo et al., 2021).

Our approach to the extraction of personal data
from documents focuses on a combination of three
NLP instruments:

¢ Named-entity Recognition (NER). This
task consists in seeking texts in natural lan-
guage to locate and classify named entities
(NE) mentioned in them. This search is usu-
ally limited to a few needed categories: the
most common are persons, locations, and or-
ganisations. Several approaches have been

'In the Italian legislation, this is called “referto di pubbli-
cazione”. See also: http://qualitapa.gov.it/



used in literature, between completely rule-
based (Appelt et al., 1993; Budi and Bres-
san, 2003) and machine learning-based (Chiu
and Nichols, 2016; Strubell et al., 2017;
Devlin et al., 2019), including some hybrid
approaches, for example using gazettes of
known entities belonging to a particular cat-
egory (Finkel et al., 2005). In this paper, we
use the last approach, mixing a Conditional
Random Fields (CRF) algorithm (Lafferty et
al., 2001) with the addition of a list of enti-
ties, extracted from various knowledge bases,
that describe persons, companies, and loca-
tions. We describe this process in detail in
Section 5.

* Structured-entity Identification. A paral-
lel rule-based task is used to extract enti-
ties that can easily be recognised without the
need of training data. Among them: dates
and times, numbers, email addresses, Ital-
ian “codice fiscale”, that are based on textual
patterns; roles and document types, that are
based on prepacked lists.

¢ Relation extraction (RE). It is the task of ex-
tracting semantic relationships from text. Ex-
tracted relationships usually occur between
two or more entities of a certain type (for
example persons, locations, etc., see previ-
ous points), and fall into a number of se-
mantic categories (such as birth location, role
in a company, etc.). Relation extraction is
widely used also in specific domains such as
medicine (Giuliano et al., 2007) and finance
(Vela and Declerck, 2009). Successful ex-
periments made use of Conditional Random
Fields (Surdeanu et al., 2011), Dependency-
based Neural Networks (Liu et al., 2015), and
transformers like BERT (Baldini Soares et
al., 2019).

In this paper we present REDIT (Relation and
Entities Dataset for Italian with Tint), a complete
framework that aims to solve the personal data
identification in textual documents. The software
is mainly based on Tint (Palmero Aprosio and
Moretti, 2018), an NLP pipeline specifically de-
signed for Italian and based on Stanford CoreNLP
(Manning et al., 2014). REDIT includes part of the
annotated dataset (Section 4), the compiled model,
and the supporting Java code. It is available for
free on Github (see Section 6).

The content is structured as follows. Section 2
presents in detail how we collected the documents
that are annotated and how we used fictitious data
to make the resource available for download. In
Section 3, we describe the process used to anno-
tate the data. Section 4 illustrates the dataset, giv-
ing some statistics on the entities and relations in-
cluded in it. In Section 5 we give some results on
the performance of the resulting entity extraction
and relation extraction system. The downloadable
package (that contains the dataset, the model and
the Java code) is finally described in Section 6.

2 Data Collection

The corpus is composed of documents taken from
different institutions of the public administration.
The documents with which we have worked are
different types of forms, varying from license for
parking to adoption forms, school enrollments,
marriage licenses and so on.

Starting from this set, we create two datasets.
One is composed of documents compiled with real
data and one with documents compiled by us with
fictitious data, using lists of all the Italian streets
and surnames in order to guarantee the diversifica-
tion of the data in the compiled forms, and to not
exclusively rely on the annotators’ fantasy. The
fictitious compilation aims to avoid using sensi-
tive data in terms of privacy issues, leading to the
possibility of publicly releasing the dataset. The
documents which contain real data are indeed not
included in the public dataset. For instance, a sen-
tence such as 1l sottoscritto Gianluca Freschi, nato
a Pesaro il 12/12/1990 e residente in Pesaro, Via
Virgilio n.76 presents data whose association was
invented by the annotator. It could be possible
that a person called Gianluca Freschi exists in real
world but it is almost impossible that he would fit
with the rest of the data since they all derive by an-
notator’s fantasy. However, as we can see from the
example, while the data are fictitious the structure
of the document is identical to that of real ones.

3 The Annotation

Each document in the set is annotated both with
entities and relations between them.

For the annotation of entities we adopt the
guidelines already used for KIND (Paccosi and
Palmero Aprosio, 2021), a corpus containing NE
on documents taken from Wikinews. The named
entities included in KIND belong to the standard



NE classes and are of three types: LOC, PER,
and ORG. As already noticed by (Passaro et al.,
2017), these categories are quite unsatisfactory
to deal with the information contained in the PA
documents, since the model is not designed at
capturing information such as laws or protocols.
In REDIT we then distinguish different types of
ORGs, differentiating public offices and munici-
pality and companies: the former is annotated as
ENTE, while the latter as usual (ORG). Finally,
we add a label to mark laws and protocols, LEX,
so that in the present work there are five types
of annotated entities: LOC, PER, ORG, LEX,
and ENTE. The original guidelines used in KIND
have therefore been slightly modified to meet our
needs (see Section 5.1 for more details).

In addition to the NE annotation, we are inter-
ested in annotating the relations among them. In
particular, we need to develop a system of rela-
tions which links the person with its personal data
or with its role in terms of responsibility of the
company/public administration or in terms of rel-
ative/family relationships.

Since for the annotation task a relation must
connect two entities, some additional entity types
are annotated only when involved in a relation (see
below). The list of additional entities includes
ROLE for personal and organisation roles (for ex-
ample, words such as “responsabile”, “titolare”,
“genitore”, and so on, representing the role of a
person in a company, in the PA domain, or in a
family), DOCTYPE for document types (such as
“passaporto”, “patente”’), EMAIL for e-mail ad-
dresses, DATE for dates, NUMBER for generic
numbers (such as VAT), CF for the Italian “codice
fiscale” sequence of chars.

Regarding relations, address is used for in-
stance to link a LOC entity representing an address
to the person or company to which the address
belongs, while birthDate, birthLoc link re-
spectively the date and location of birth.

Table 1 shows the complete list of the relations
included in the dataset.

The annotation is performed by a domain ex-
pert using INCEpTION (Klie et al., 2018), a web-
based text-annotation environment which allows
users to: (i) select a group of tokens and assign
a label to it (entities); (ii) connect two entities
among them and assign a label to the link (rela-
tions).

This is an example of NER annotation:

Al [Comune di Alessandria] gy
[Casale Monferrato],,c, 20 settembre
2021.

1l sottoscritto [Davide Aiello ]y, nato
a [Milano],oc il [31/07/1985]pre,
[titolare Jxo: della ditta [Aiello Ce-
ramiche S.rl ]orc, ai sensi dell’ [art.
76 del D.PR. n. 445/2000],y, dichiara
di voler partecipare all’evento “Il
mercante in Fiera”.

These are the corresponding relations:

e birthLoc (Davide Aiello, Milano)

e birthDate (Davide Aiello, 31/07/1985)

e companyRole (Davide Aiello, titolare)

* personInOrg (Davide Aiello, Aiello Ce-
ramiche S.r.l.)

In the example, “31/07/1985” is tagged as
DATE, since it is involved in the birthDate rela-
tion. On the contrary, since no relations include
“20 settembre 20217, it’s not mandatory, for the
annotator, to mark it as DATE.

The system uses two different approaches to
identify entities. Entities such as DATE or ROLE
are annotated only when involved in a relation
because they are labels identified through a rule-
based approach which can be easily recognised
without the need of training data. For what con-
cerns instead PER, LOC, ORG, ENTE and LEX
the identification occurs using a machine-learning
technique and they need to be always annotated.

4 The Dataset

As we have seen in Section 2, the complete dataset
consists of two parts: the first one presents the
documents fictitiously compiled and it is publicly
released; the latter, on the contrary, comprehends
instances compiled with real data and is not re-
leased. Nevertheless, we consider also the unre-
leased dataset in training the model, so that the
amount of annotated relations in the final dataset
is 7,821, while that of annotated entities is 21,307.
The released one presents 1,439 annotated entities
and 1,476 annotated relations.

Looking at the data in Table 1, it is possible to
notice that the amount of annotations referring to
some relations (marked with *) are considerably
fewer than others. Despite the small amount, we
have already annotated them in the view of future
works on these relations but we do not consider
them in the experiments.
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Figure 1: A chart depicting the REDIS architecture and its interaction with Tint.

Relation name Released ds | Complete ds
address 451 2,115
birthDate 160 639
birthLoc 221 678
codiceFiscale 84 902
companyRole 59 99
deathDate (*) 5 6
deathLoc (*) 6 6
docExpDate (*) 2 2
docID (*) 13 13
doclssueDate (*) 8 8
doclssueLoc (*) 9 9
docType (*) 13 13
email 76 213
name (*) 28 28
personalRole 122 2,192
personlnOrg 54 109
relative (*) 28 98
telephone 100 325
vat 37 366
Total 1,476 7,821

Table 1: Amount of annotated relations in the

dataset.

Relation name | Released ds | Complete ds
ENTE 192 2829
LEX 214 8314
LOC 743 3788
ORG 62 2179
PER 228 4197
Total 1,439 21,307

Table 2: Amount of annotated entities in the

dataset.

5 The Pipeline

To work properly, REDIT relies on a complex
pipeline that includes various steps, very different
in structure and management (see Figure 1). Most
of the steps are performed using well-known tools
and algorithms (sometimes not reaching state-of-
the-art accuracy), so that the whole program does
not need particular hardware (such as the GPUs
needed in environments using deep learning and
transformers) and is easy to run on almost every
common software environment.

1. First, the input text is parsed with Tint
(Palmero Aprosio and Moretti, 2018) using
these annotators: tokenizer, sentence splitter,
truecaser, part-of-speech tagger, lemmatizer,
dependency parser.

2. Named-entities are extracted using the CRF
implementation included in Stanford NER
(Finkel et al., 2005) and the model trained on
the annotated dataset (see Subsection 5.1).

3. A second run on named-entities, with the
rule-based Stanford TokensRegex software
(Chang and Manning, 2014), is performed
(see Subsection 5.2)

4. ORG and LOC entities are passed into a Sup-
port Vector Machines classifier (Cortes and
Vapnik, 1995) to extract ENTE entities (see
Subsection 5.3).

5. Finally, the Stanford Relation Extractor (Sur-
deanu et al., 2011) is used to find relations be-
tween entities in the text (see Subsection 5.4).



Source Tag Labels
Wikipedia LOC | 377,611
Wikipedia PER | 608,547
Wikipedia ORG | 84,887
OpenStreetMap | LOC | 389,649

Table 3: Items added to the NER training taken
from gazettes.

5.1 The CRF Named-Entities Tagger

Since the sole REDIT dataset is not sufficient to
train a robust NER tagger, we use it in combina-
tion with KIND (see Section 3). Guidelines for
the two datasets are, of necessity, slightly differ-
ent, therefore we need to use some precautions in
merging them.

Sometimes, the entities annotated as ORG in
KIND (such as “Unione Europea”) should have
been annotated as ENTE in REDIT. We then de-
cided, in the training phase, to merge all ENTE
entities into ORG. We then trained a classifier
dedicated to the ENTE tag (see Subsection 5.3),
trained on REDIT dataset only, that performs the
sole disambiguation between ORG and ENTE.

To enhance the classification, Stanford NER
also accepts gazettes of names labelled with the
corresponding tag. We collect a list of per-
sons, organizations and locations from the Italian
Wikipedia using some classes in DBpedia (Auer
et al.,, 2007): Person, Organisation, and
Place, respectively. In addition to this, we col-
lect the list of streets from OpenStreetMap (Open-
StreetMap contributors, 2017), limiting the extrac-
tion to Italian names. Table 3 shows statistics
about the gazettes.

The evaluation is performed by randomly split-
ting the dataset into train/dev/test using 80/10/10
ratio. During training phase, we tried some
sets of features choosing among the ones avail-
able in Stanford NER. We obtained the best re-
sults (considering also a good balance between
training/testing time and performances) with word
shapes, n-grams with length 6, previous, current,
and next token/lemma/class. Table 4 displays the
results of the NER module.

5.2 The Rule-Based Named-Entities Tagger

As said in Section 3, there is the need for more
entity types, because in the training phase we need
to have both arguments of a relation annotates as
an entity (of any type). For this reason, we use

Relation P R | F-score
LEX 0.762 | 0.760 0.761
LOC 0.830 | 0.811 0.820
ORG 0.832 | 0.821 0.826
PER 0.868 | 0.894 0.881
Total (micro) | 0.805 | 0.799 0.802
Total (macro) | 0.823 | 0.821 0.822

Table 4: Evaluation of the entity tagger.

a rule-based approach to annotate DATE, ROLE,
DOCTYPE, EMAIL, NUMBER, and CF.

* Tint TIMEX annotator is used to tag DATE
entities.

* ROLE and DOCTYPE entities are extracted
given a list of roles taken from the annotated
training set.

* Numbers, e-mail addresses and Italian codice
fiscale are tagged using regular expressions.

5.3 The SVM Classifier for ENTE Entities

After the previous steps, the entities that should
be marked with ENTE now falls into the ORG or
LOC entity sets. We then use a simple SVM clas-
sifiers (using shallow features, such as words, bi-
grams, previous and following content words, etc.)
that, given an entity tagged as LOC or ORG, re-
turn whether it should be annotated as ENTE. The
training set used by the classifier consists in en-
tities taken from REDIT and annotated as ORG,
LOC, and ENTE. The first two categories rep-
resent the zero class, while entities tagged with
ENTE represent the other class. It is therefore a
binary classifier. In a 10-fold cross-validation en-
vironment, results shows a F-score equals to 0.978
(precision 0.981, recall 0.974).

5.4 Relation Extractor Module

The last module in REDIT is Stanford Relation
Extractor (Surdeanu et al., 2011), used to train and
extract relations in the text.

Similarly to the NER training, we test ap-
proaches with different sets of features, obtaining
the best results with unigrams/bigrams, adjacent
words, argument words, argument class, depen-
dency path between the arguments, entities and
concatenation of POS tags between arguments.

Table 5 shows the results on the relation extrac-
tor (the evaluation is performed using gold-labeled
entities).



Insert a text:

Il sottoscritto Luca Rosetti, nato a Brindisi il 4 maggio 1984 e residente a Sanremo (IM) in Via Matteotti 42 dichiara di essere titolare dell'azienda Il

Matto s.n.c. con sede in Via G. Marconi n. 12.

Il sottoscritto Luca Rosetti [...]

Relations
(XD Luca Rosetti @TIED) Via Matteotti 42
Luca Rosetti Via G. Marconi n. 12
@D Luca Rosetti T Brindisi
Luca Rosetti (IIIEED 4 maggio 1984
XD Luca Rosetti titolare
@D Luca Rosetti @) Il Matto s.n.c.
XD Luca Rosetti Sanremo
Il Matto s.n.c. Via G. Marconi n.

Il Matto s.n.c. titolare

Figure 2: A screenshot of the demo interface.

Results
Entities
@@ Luca Rosetti
(@D Via Matteotti 42
Via G. Marconi n. 12
@D Brindisi
@D 4 maggio 1984
titolare

@D ! Matto s.n.c.

@D Sanremo
Relation P R | F-score
address 0.929 | 0.908 0.918
birthDate 0.907 | 0.907 0.907
birthLoc 0.902 | 0.874 0.888
codiceFiscale 0.854 | 0.752 0.800
companyRole | 0.902 | 0.676 0.773
email 0.865 | 0.421 0.566
personalRole 0.892 | 0.892 0.892
personInOrg 0.909 | 0.674 0.774
tel 0.935 | 0.580 0.716
vat 0.964 | 0.870 0.915
Total (micro) | 0.914 | 0.841 0.876
Total (macro) | 0.906 | 0.755 0.824

Table 5: Evaluation of the relation extractor.

6 The Release

All parts of REDIT (except part of the annotated
dataset, see Section 4) are released for free under
the CC BY 4.0 license,? and can be downloaded
on Github.? These include the annotations, in We-
bAnno format (Yimam et al., 2013), the gazettes,
both the NER and the RE models (created using
the whole corpus), and the source code, written in
Java, used to parse the files and run the classifiers.

https://bit.ly/cc-by-40-intl
*https://github.com/dhfbk/redit

A working demo of the tool is available online
(See Figure 2).4 Its web interface is written with
VueJS/Boostrap and it is available for download in
the Github project page.

7 Conclusion and Future Work

In this paper we present a completely automatic
approach to extract personal data (view as entities)
and relations between them from documents of the
public administration written in Italian texts. The
pipeline relies on a mix of rule-based and machine
learning-base modules. The latter are trained us-
ing a manually annotated dataset, which is in part
available for download. All the source code, in-
stead, is released and available for download.

In the future, we plan to enhance the coverage of
our system by adding more examples on relations
that are less represented (see Table 1).
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