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Abstract
Social media is a widespread platform and has a huge impact on society. There is a massive amount of
data that plays an important role in expressing ideas, thoughts, emotions, etc. Identifying hate speech
and offensive content on social media has gained attention recently. This is also the goal of the Hate
Speech and Offensive Content Identification in Indo-European Languages (HASOC) 2021 Challenge in
both English and Hindi languages. In this paper, we describe the system based on Graph Convolutional
Networks (GCN) submitted by our teamHUNLP for Subtask 1A and 1B. Our systemhas achieved aMacro
F1-score of 82.15% for English Subtask 1A and ranked 2𝑛𝑑 in the leader-board. Moreover, our model has
achieved 71.94% and 78.95% for Hindi and Marathi Subtask 1A on the official test set, respectively. Also,
we have achieved Macro F1-score of 62.96% for English Subtask 1B.
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1. Introduction

Recently, social media platforms such as Facebook, Twitter, and Instagram have gained atten-
tion, and users are creating various ways to express their opinions and thoughts. The use
of social media has led to a huge volume of data with hateful and offensive content. Recent
growing interest in Natural Language Processing (NLP) for identifying abusive and offensive
content such as identification of abusive content [1, 2, 3], cyberbullying [4, 5, 6], hate speech
[7, 8, 9], and offensive content [10, 11], have been observed.

TheHate Speech andOffensive Content Identification in Indo-European Languages (HASOC)
[12] proposed identification of hate speech and offensive content task focusing on Indo-European
languages in English and Hindi. The aim is to develop models to for identifying hate and of-
fensive content on social media.

In this paper, we as HUNLP team have taken up the task and proposed a deep learning model
based on Graph Convolutional Network (GCN) to identify hate and offensive content collected
from Twitter by the HASOC data [12]. Previously, deep learning models such as LSTM [13],
CNN [14], and pretrained models BERT [15], DistilBERT [16] have been applied for this task.
The disadvantage of these models is ignoring word co-occurence in a corpus which carries non-
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Table 1
Statistics of HASOC 2021 Subtask 1 train dataset

Subtask 1A Subtask 1B
Language Total # of Instances NOT HOF HATE OFFN PRFN NONE

English 3843 1342 2501 683 622 1196 1342
Hindi 4594 3161 1433 566 654 213 3161

Marathi 1874 1205 669 - - -

consecutive and long-distance semantics. To alleviate the disadvantage, GCN is proposed that
contains rich relational structure and preserve global structure information in a graph. [17, 14]

The rest of this paper is organized as follows. Section 2 describes the task with the data on
which the task was performed. Section 3 presents our method with preprocessing, and Section
4 presents the gives with details of our experimental setup. Finally, Section 5 summarizes our
work.

2. Data

In this section, we briefly describe the tasks with the data proposed by the task organizers to
train the model for the hate speech identification task.

The given dataset used on HASOC1 in 2 languages, namely English and Hindi, consists of
two Subtasks with a separate dataset for both Subtasks.

• Subtask 1 [18, 19]: is a classification problem consisting of two downstream tasks: Sub-
task 1A is a binary classification task to indicate whether the tweet is Hate and Offensive
(HOF) or Non Hate-Offensive (NOT), and Subtask 1B is a three-classes classification task
to classify tweets into three classes: HATE, Offensive (OFFN) or Profane (PRFN).

• Subtask 2 [20]: is the identification of conversational hate-speech in code-mixed lan-
guages.

Since we have dealt with Subtask 1, we give the details of the dataset for this subtask. The
train dataset is provided in three different files for English, Hindi, and Marathi. The English
and Hindi dataset files contain the fields _id, text, task_1 and task_2, where task_1 is the label
of tweet post for Subtask 1A and task_2 is the label of tweet post for Subtask 1B. The Marathi
dataset contains only the text_id, text, and task_1 fields because Marathi is not part of Subtask
1B. The training data statistics for Subtask 1 are presented in Table 1.

3. Methodology

The details of the preprocessing and the proposed model for Subtask 1 are given in the subsec-
tions.

1https://hasocfire.github.io/hasoc/2021/dataset.html Last visited: 14-10-2021.
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Table 2
Output of ekphrasis library as pre-processing of tweets

Language State Tweet

English
Original Oh they love this lol https://t.co/4kCudKSAk5k
Preprocessed oh they love this lol <url>

Hindi
Original @AskAnshul आसमानी िकताब के नाजायज औलाद ह।ैकूल
Preprocessed <user> आसमानी िकताब के नाजायज औलाद ह।ैकूल

Marathi
Original @मराठ्यांनो कळालं का आता कोण तुमचा िवचार करतो ते???◌ूल
Preprocessed मराठ्यांनो कळालं का आता कोण तुमचा िवचार करतो? <repeated>

3.1. Preprocessing

Since the dataset we use consists of tweets in English and Hindi languages, we need to normal-
ize the tweets before converting them into word embeddings.

Since the provided corpus is collected from Twitter, the tweets contain unstructured infor-
mation like abbreviations, Twitter handles, punctuation marks, special characters, and more.
Ekphrasis2 library [21] is a tool designed to normalize text from social networks. It improves
text through tokenization, normalization, segmentation, and spell correction by using word
statistics extracted from a 2 corpus (English Wikipedia, Twitter - 330 million English tweets).
The ekphrasis is used for preprocessing the corpus to improve the data quality and obtain the
relevant information.

The preprocessing steps included in ekphrasis are:

• Normalization: To convert tweets into machine-understandable text, 8 normalizations
are applied to the data: Normalizations of date, time, email, URL, currency, number,
phone number, and username.

• Annotations for emotions and emotion-causing features: Social media users tend
to express their emotions by using different styles. The normalization step includes nor-
malization of hashtag, capitalization (all caps), elongated words, repeated characters, em-
phasis (included in asterisks), and censored words (censored abusive word).

• Contractions unpacking: Due to the character limits on Twitter, users tend to shorten
text. Unpacking contractions is important to normalize the tweets (can’t → can not).

The original and the preprocessed tweets by the ekphrasis library are given in Table 2.

3.2. Model Architecture

Graph Neural Networks are proposed as a paradigm-shifting method for solving NLP [22, 23]
and Computer Vision [24, 25] tasks. Graph Convolutional Network (GCN) is a version of Graph
Neural Networks that includes an additional convolutional layer.

The text classification task using GCN is the first study proposed by Yao et al. [14] in which
a document on a graph is represented by GCN and the embedding vector of nodes is induced

2https://github.com/cbaziotis/ekphrasis. Last visited: 14-10-2021.
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Figure 1: Graph structure

based on the properties of their neighborhoods. We adopt the study of Yao et al. [14] for the
shared task. To convert the data into graph format, we follow the method of Yao et al. [14].
The graph 𝐺 = (𝑁 , 𝐸,𝑊 ), where 𝑁 is the set of nodes, 𝐸 is the set of edges and 𝑊 ∶ 𝐸 →
𝑅(𝑅 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑟𝑒𝑎𝑙𝑠) is the function that assigns a weight each edge of the graph 𝐺. The details
of the graph 𝐺 is given below:

• Nodes (N): Text GCN build a graph with word and tweet nodes. The number of nodes is
a combination of word nodes (the number of unique words (vocabulary size)) and tweet
nodes (number of tweets in the train file), defined as |𝑉 |

• Edges (E): To create edges between words, a sliding window is used. The intuition
behind the sliding window corresponds to the Convolutional Neural Network filter. Each
window acts as a a convolution filter of size (1, 𝑛).

• Weights (W): 𝐴 is an adjacency matrix of the graph 𝐺 and its degree matrix is 𝐷, where
𝐷𝑖𝑖 = ∑𝑗 𝐴𝑖𝑗 . We use term frequency-inverse document frequency (TF-IDF) and point-
wise mutual information (PMI) to form edges between word and tweet nodes and two
word nodes, respectively. While PMI maps the word co-occurrence information, TF-
IDF metric is statistical measure that evaluates how relevant a word is to a tweet in a
collection of tweets.

The graph structure representation can be found in Figure 1.
The output of a one-layer GCN layer is computed as follows:

𝐿(1) = 𝜌(�̃� × 𝑊0) (1)

where 𝜌 is an activation function used in the model, �̃� is the normalized symmetric adjacency
matrix, and 𝑊0 is a weight matrix.

In the proposed model, we apply a simple two-layer GCN to the graph and feed the output
of the node of the second layer into softmax classifier:

𝑍 = 𝑠𝑜𝑓 𝑡𝑚𝑎𝑥(�̃�𝑅𝑒𝐿𝑈 (�̃� × 𝑊0)𝑊1) (2)



Figure 2: The general architecture of the proposed model

The Loss is calculated by using the cross-entropy for the task. The architecture of the pro-
posed model is given in Figure 2.

4. Experiments & Results

In this section, we present the experimental settings and the obtained results on the test dataset
in all languages for Subtask 1A and in English for Subtask 1B.

Table 3
Results on Test Dataset

Task Language Macro F1 Rank Obtained 1st Ranked Team / Test Macro F1

Subtask 1A
English 0.8215 2 NLP-CIC / 0.8305
Hindi 0.7194 30 t1 / 0.7825

Marathi 0.7895 20 WLV-RIT / 0.9144
Subtask 1B English 0.6296 9 NLP-CIC / 0.6657

SettingsWe split the train dataset into 80% train and 20% evaluation data to find the optimum
hyperparameters. The model is built using Adam optimization [26]. The model was trained
with parameters epochs = 200, learning rate = 0.02, dropout rate = 0.1, 𝐿2 loss weight = 0 and
consecutive epoch = 50. We used BERT [27], RoBERTa [28] and GloVe [29] word embeddings.
Since the GloVe embeddings were trained specifically for Twitter (GloVe Twitter 3), we chose to

3https://nlp.stanford.edu/projects/glove/ Last visited: 14-10-2021.
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use the GloVe embeddings in the model for English. Since we couldn’t find word embeddings
trained for Twitter for Hindi and Marathi, we used multilingual BERT and RoBERTa for Hindi
and Marathi and got the best results with BERT ( BERT multilingual base model (cased)4).

Results The best models obtained from the evaluation data were submitted by HASOC-2021
organizers in the competition for final evaluation. Table 3 shows the macro F1 score obtained
by our best model with the names of 1𝑠𝑡 ranker teams with their F1 macro scores for Subtask
1. The detailed results are also given in Table 4.

Table 4
Detailed Results on Test Dataset

Task Language Macro F1 Macro Precision Macro Recall Accuracy

Subtask 1A
English 0.8215 0.8844 0.7669 79.24%
Hindi 0.7194 0.7258 0.7147 75.78%

Marathi 0.7895 0.7910 0.7881 81.44%
Subtask 1B English 0.6296 0.6305 0.6362 66.59%

We assume that there are several reasons for the lower results for Hindi and Marathi. The
first reason is word embeddings that are not trained on Twitter. It is clear that, the multilingual
embeddings are not suitable for Twitter dataset in Hindi and Marathi. Another reason is the
ekphrasis library that is proposed for English. For consistency, we have used it for Hindi and
Marathi. However, the results show that it is not a good solution to normalize Hindi and
Marathi dataset with ekphrasis.

5. Conclusion

In this paper, we presented the model of a graph convolutional network model on Subtask 1
of the shared task of hate speech and offensive content identification in English and Hindi lan-
guages. The results of the experimental study showed that using GCN model is very effective
on hate speech and offensive content identification task. Compared to previous approaches,
our model based on GCN is comparatively different for the shared task. We achieved rank 2,
30 and 20 for English, Hindi and Marathi in Subtask 1A and rank 9 for English in Subtask 1B
respectively. In future work, we will further extend the experiments by combining datasets for
the same Subtask to perform multilingual experiments.
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