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Abstract

With the consolidation of social media networks as a backbone communication channel of
our society, the freedom of speech, anonymity, and global communication have been greatly
extended. However, adverse movements like racism, xenophobia, or sexism have also been spread
under the umbrella of those benefits. For this reason, it is essential to address this problem. In
this work, we present the participation of the ELIRF-VRAIN team in the sEXism Identification
in Social neTworks (EXIST) shared task at IberLEF 2022. Our work focuses on addressing
the problem of sexism identification and categorization by using Transformer models, data
augmentation, and ensembles to increment the performance in the sexism classification, when
we do not have at our disposal a large amount of data to work with. Our submissions achieved
76.94% Accuracy on sexism identification, and 49.91 Macro F1 on sexism categorization.
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1. Introduction

Social media networks have created new communication channels that have brought new
modes of interaction between people. These networks have facilitated the accessibility to
information and have provided tools for people to spread information and thoughts easily
and quickly; thus, they can express themselves in different ways (text, emoticons, GIFs,
images, videos) [1, 2]. The positive effects of social media are primarily apparent: global
communication, anonymity, freedom of speech, and better accessibility to information, for
instance. However, all those benefits also facilitate the movement of racism, xenophobia,
or sexist expressions [3], which is a severe negative aspect. Due to the volume of
information generated each day on social media, using technology is essential to address
this problem and mitigate the appearance of these kinds of expressions. This work focuses
on automatic sexism identification and categorization in text using deep learning.
Sexism is prejudice or discrimination based on sex [4], a set of actions or attitudes that
discriminate against people based entirely on their gender [5]. This mindset or behavior
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is linked to beliefs around the roles that women and men should play in society. Sexism
can affect everyone, but women are predominantly affected [6]. Sexism towards women
manifests in different ways, but a sexist attitude would show certain signals: inequality
between men and women, a degree of dominance of the male gender over the female one,
separation of roles between genres, objectification of women, or words that would suggest
any violence towards women [7].

Sexism identification in text is an open problem in Natural Language Processing
(NLP). The problem can be seen from two perspectives: (i) detecting whether there is
any presence of sexism, and (ii) identifying how the sexist attitude is expressed. Both of
them are essential depending on the level of detail needed.

For Spanish and other Iberian languages, the Iberian Languages Evaluation Forum
(IberLEF) proposed the first edition of a shared task about detecting sexism in social
media, the sEXism Identification in Social neTworks (EXIST)[7]. The EXIST shared
task consists of the following tasks: sexism identification (a binary classification problem)
and sexism categorization (a multiclass classification problem). This article presents our
contributions to the second edition of the EXIST shared task [8].

Our approach for the EXIST shared task was based on Transformers[g], the deep
learning architecture that has pushed the state-of-the-art in most of the NLP problems
[10, 11, 12], including classification [13, 14]. Since there is typically a small amount of
labeled data for downstream tasks, we fine-tuned models that were pre-trained in a self-
supervised way with large amounts of unlabeled data; which is a commonly used strategy.
We used data augmentation to expand the number of training samples which could
increase performance, and also, as a regularization method that would avoid overfitting
[15, 16, 17]. We use monolingual models instead of multilingual ones, which would help
in low-data situations. Also, we integrate all the previous ideas in an ensemble of models
with the aim of increasing the performance of our classification system [18].

We participate in EXIST 2022 by sending three different runs for each task. The first
run is a system that combines two monolingual classification models. The second run is
a system based on an ensemble of five classification monolingual models per language.
The third run is a system that has the same architecture as the second one; however,
the models are trained with all the available data, including the one that was used for
validating or testing during the development. With these approaches, we achieve the 6"
place on the sexism identification task, and the 2™ place on the sexism categorization
task.

The main contributions of this work are: (i) explore the benefits and downsides,
depending on the task, of a classification system based on a ensemble of models with
voting system, (ii) describe the process of fine-tuning models on a low-data situation,
and how to increase robustness and performance with data augmentation.

2. The tasks

The EXIST shared task focuses on Spanish and English languages, and consists of two
tasks. The first task is about sexism identification, where it is needed to identify whether



a social media text shows sexism or not. The second task is about identifying five
different manifestations of sexism: ideological and inequality, stereotyping and dominance,
objectification, sexual violence, and misogyny and non-sexual violence. Also, in the second
task, non-sexist texts should be identified separately. Thus, the first task is a binary
classification problem, and the second task is a multiclass-classification one.

The evaluation metric differs depending on the task. In the first task Accuracy is
used as the evaluation metric; thus, the more samples correctly classified, the better.
In contrast, in the second task, the Macro F1. Here, the classifiers should balance the
performance among all the classes, regardless of the class frequency in the datasets.

3. The datasets

All our models were fine-tuned using the training dataset provided in the EXIST shared
task. We also used the testing dataset from the first edition of EXIST for validation and
testing purposes. One self-imposed requirement in our work was to avoid including other
external data. This restriction aimed to find ways to enrich the training process when
data is limited, as having a small amount of data could produce a handicap when we
want to use deep learning architectures like Transformers [g].

All the EXIST samples in the datasets are in Spanish or English, and were collected
from two social media platforms: Twitter and Gab Social. Fach sample in the datasets is
labeled with (i) the presence of sexism, and (ii) the categorization of sexism, if present.
The samples that do not show sexism were labeled with non-sexist for both tasks. The
samples that contain sexism were labeled as sexist for the first task and as one of the
five different classes for the second task: ideological-inequality, stereotyping-dominance,
objectification, sexual-violence, or misogyny-non-sexual-violence.

Table 1 shows the class distribution of the samples across the two tasks. In the
first task, the percentage of samples is similar between the two classes. In the second
task, the distribution is strongly imbalanced due to the non-sexist class. Moreover, the
imbalance also appears between the sezist classes; being the ideological-inequality the
most represented, and objectification and sexual-violence the classes with fewer samples.

Regarding the distribution in the training dataset of the samples by language, the
50.8% of the samples are in Spanish and the 49.2% are in English. All the samples of
this dataset were captured from Twitter social media.



Table 1
Class distribution of samples in the EXIST training dataset (6977 samples).

Task 1 Task 2
Class Count % || Class Count %
non-sexist 3600 51.6 || non-sexist 3600 51.6
ideological-inequality 866 12.41
stereotyping-dominance 809 11.6
sexist 3377 48.4 || objectification oo  7.17
sexual-violence 517 741
misogyny-non-sexual-violence 685  9.81

The class distribution of the testing dataset from the previous EXIST edition is
shown in Table 2. In this dataset we observe that the presence of sexist samples
is higher than the non-sexist, showing a slight imbalance between both classes for
the first task. For the second task, appears the imbalance in the training dataset
for the same reasons previously mentioned. Regarding the distribution by language,
49.5% of the samples are in Spanish and 50.5% in English. This dataset was cre-
ated by capturing the 77.5% of the messages from Twitter and the 22.5% from Gab Social.

Table 2
Class distribution of samples in the testing dataset from EXIST 2021 (4368 samples).
Task 1 Task 2
Class Count % || Class Count %
non-sexist 2087 47.78 || non-sexist 2087 47.78
ideological-inequality 621 14.22
stereotyping-dominance 464 10.62
sexist 2281 52.22 || objectification 324 742
sexual-violence 400  9.16
misogyny-non-sexual-violence 472 10.80

4. System architecture

We experimented with two main alternatives to approach the EXIST shared task. The
first alternative was a single-model approach, that consisted in fine-tuning different
pre-trained BERT-like models for Spanish and English, and then using the best model in
terms of the evaluation metrics for each language independently. The second alternative
was to use all the fine-tuned models and create an ensemble for each language by creating
a voting system.

Figure 1 shows the architecture of the classification system that uses only one model for



Spanish and another for English. The system receives a set of samples to classify. Each
sample has a property that identifies the language of the messages; thus, no language
detection is needed for our purpose. The system splits the samples into two sets, one
for the Spanish samples and another one for the English samples. After that, the best
model for each language classifies the samples, outputting the class labels. Finally, the
class labels are saved, preserving the original order of the dataset.

Spanish Spanish

Samples Predictions
S1 ‘ P1
S1 ’—V BMS ‘ l P1
SN - PN

S5 P5
> Split Merge —>
English English
SN PN
S5 P5
BME
sM PM
SM PM

Figure 1: Architecture of the single-model approach. BMS stands for “Best Model for Spanish” and
BME refers to the “Best Model for English”.

Figure 2 shows the classification system based on ensembles of models. The general
structure of the system is very similar to the one shown in Figure 1. The main difference
is that the system uses an ensemble of five models to classify the samples of each language
independently. Each model in the ensemble for Spanish classifies all the Spanish samples
during the classification process, and the same applies to English. Later, a voting method
selects the predicted class for each sample. The voting method for each task is different.
In the first task, the method selects the class that more models chose; in a tied vote, the
class that maxed first is selected. In the second task, a weighted voting method is used.
Every model voted for a single class, and its vote was weighted with the likelihood of
its prediction. The voting method chooses the class that had received more likelihood,
selecting the class with higher accumulated likelihood.

Spanish MO M1 Spanish

Samples P1 Predictions
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Figure 2: Architecture of the ensemble approach. In blue and purple background, the group of
models for Spanish and English respectively.

The architectures shown in Figures 1 and 2 were used indistinctly for the two tasks
in EXIST; the difference reside in the models utilized within the system, and the
voting method. We fine-tuned twenty different models, from five different pre-trained



Transformers per language and task.

All our classifications models were obtained by fine-tuning a set of pre-trained Trans-
former models publicly available in the HuggingFace hub [19]. For Spanish we chose the fol-
lowing four pre-trained models: roberta-large-bne [20], bert-base-spanish-wwm-cased
[21], bert-base-es-cased [22], and bert-base-glang-cased [22]. For English we choose
the following ones: roberta-large [11], bert-large-cased [10], hateBERT [23], and
albert-base-v2 [24]. Additionally, we fine-tuned the twitter-xlm-roberta-base model[13]
for Spanish and English separately, resulting in an additional model for each language.

5. Dataset partitioning and data augmentation

For the fine-tuning process, three datasets are required: the training dataset for adjusting
the pre-trained model, the validation dataset for selecting the best checkpoint during the
training process, and the testing dataset, which gives us additional information about
how the models generalize to unseen distributions. As it was shown in Section 3, we
only had two datasets. Thus we split the EXIST testing dataset from 2021 into two
datasets; one for validation and one for testing. In these datasets, we preserved the
original distribution of the classes regarding the second task.

We also split the three resulting datasets by the language of the samples since we
trained monolingual models. After splitting the training dataset by language, less than
4000 samples were available for training any model. We aim to increase this training
dataset by using data augmentation. The first step to enlarge the training datasets was
to translate the samples from the opposite language automatically. We used translation
Transformer models from the Tatoeba Translation Challenge[25]. The second step was to
back-translate the messages from the same language. We translated the Spanish samples
to English and then back to Spanish; if the resulting text differed from the original one,
it was added as a new sample. The same process was applied to the English samples,
translating them to Spanish and then back to English. All the new samples created
during the previous data augmentation steps were joined with the original samples and
created extended datasets.

Table 3 shows how many samples each data augmentation action added to the final
datasets. All samples from the opposite language were translated and added as new
samples. It is not the case of back-translation where some of the back-translated texts
did not differ from the original texts; thus, they were not added. Also, it could be
noticed that the data augmentation techniques were also applied to validation and testing.
This is because, during the final proposed systems, we add some of those datasets for
training. However, only the original samples were utilized when those datasets were used
for validating or testing.

In addition to text translation, we augmented the datasets by masking randomly
selected tokens following a uniform distribution. Between the 10% and 30% of the tokens
of each message are masked. This strategy helped the models to reduce overfitting and
and effectively increased their performance.
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Table 3
Amount of samples obtained by each action (original split, translation, and back-translation), and the
final size of each dataset.

Spanish English
Dataset Ori. Trans. Back-T. Total Ori. Trans. Back-T. Total

Training 3541 3436 3476 10453 | 3436 3541 3334 10311
Validation || 1080 1104 1048 3232 | 1104 1080 1082 3266
Testing 1080 1104 1045 3229 | 1104 1080 1088 3272

6. The fine-tuning process and model selection

We took the following workflow to obtain the ten monolingual classification models for
each task. First, we fine-tuned the Transformer models only with the training datasets,
and selected the best single-model checkpoint, in terms of the evaluation metrics, after
each validation step. Second, we evaluated the models with the evaluation metric for the
specific task; in order to find the best models for the single-model approach. Finally, we
did the fine-tuning process again, but adding to the training data the testing dataset;
which would add the chance to increase the performance of the final models.

As explained in Section 5, in addition to the two translation-based data augmentation
strategies, we added a third one based on masking randomly selected tokens. Using
this strategy, we enlarged the training dataset five times its original size. During the
fine-tuning process, we empirically observed that enlarging more than five times the
training dataset did not provide higher benefits.

Table 4 shows the performance of the models on sexism identification in the validation
and testing datasets. The tables 5a and 5b present the results for the models obtained
without using the random token masking and the performance for the ones that included
this data augmentation strategy during the fine-tuning process. In the first task, the
models that has the best performance were bert-base-spanish-wwm-cased for Spanish,
and roberta-large for English. We used the models obtained from the final fine-tuning
of those pre-trained models for the single-model approach for the first task.

Table 5 shows similar information as Table 4, but regarding sexism categorization.
In this second task the best performance models were bert-base-spanish-wwm-cased
for Spanish, and roberta-large for English. Thus, for the single-model approach of the
second task, we used the models obtained from final fine-tuning of those pre-trained
models.

On both, Tables 4 and 5, it can be seen that in most cases, the use of random token
masking during the fine-tuning process has resulted in an increment in performance. For
this reason, we included this action in the final fine-tuning process.

Table 6 shows the twenty models used by the systems that we sent to the EXIST-2022
workshop. Each line represents the two models obtained with the pre-trained Transformer
model, one for the first task and another for the second. As was expected, all the obtained
models outperformed those trained without the testing dataset samples.

Finally, we also obtained another set of models for each task. These were fine-tuned



Table 4: Accuracy of models in the first task, sexism identification. Models fine-tuned only with the
training datasets.

(a) Spanish

Without masking ~ With masking

Model Val. Test. Val. Test.
bert-base-es-cased 72.30 72.51 74-23 7375
bert-base-5lang-cased 74.42 73-49 75-97 74.2
bert-base-spanish-wwm-cased 79.15 79-45 8098 8034
roberta-large-bne 71.62 72.78 76.74 78.11
twitter-xlm-roberta-basec s 79.05 78.11 77- 61 76 .6 9

(b) English
Without masking ~ With masking

Model Val. Test. Val. Test.
albert-base-v2 46.37 46.37 | 54.29 52.33
bert-large-cased 77-03 77.03 | 74.48 76.25
hateBERT 75.56 75.56 | 74.86 75.82
roberta-large 78.32 78.32 77-43 77.46
twitter-xlm-roberta-basecy, 74.-53 74-53 76 .00 72.54

Table 5: Macro F1 of models in the second task, sexism identification. Models fine-tuned only with
the training datasets.

(a) Spanish

Without masking ~ With masking

Model Val. Test. Val.  Test.
bert-base-es-cased 52.12 53.68 53.68 53.72
bert-base-5lang-cased 52.22 53.68 54.21 54.37
bert-base-spanish-wwm-cased 50.21 5967 59.67 50.12
roberta-large-bne 58.30 59.72 60.92 59.08
twitter-xlm-roberta-basecg 53.92 56.31 | 56.31 56.01

(b) English
Without masking ~ With masking

Model Val. Test. Val. Test.
albert-base-v2 47.33 49.08 | 48.70 50.65
bert-large-cased 55.02 55.81 56.13 53.77
hateBERT 50.00 50.81 | 60.83 54.38
roberta-large 57.15 57.68 | 62.10 57.70
twitter-xlm-roberta-baseey, 50.50 48.93 61.20 50.39

with all the samples available and without any validation process. For this reason, we did
not have a set of samples to find out the best checkpoint during the training process; the
final checkpoint was assumed to be the best checkpoint. Since we did not have samples to
test these models, we cannot present any details about their performance. These models
were used in our third run in the workshop.



Table 6
Performance of the final models, fine-tuned with the training and testing data, and evaluated with the
validation dataset. First task measured with Accuracy, and the second with Macro Fi.

Model T1: Accu.  T2: Macro F1
bert-base-es-cased 80.07 68.46
bert-base-glang-cased 77-02 6895
Spanish bert-base-spanish-wwm-cased 87.49 68.17
roberta-large-bne 80.82 68.91
twitter-xlm-roberta-basecg 82.21 67.10
albert-base-v2 64. 67 5 8. 74
bert-large-cased 76.6 3 64.60
English | hateBERT 75.27 59.64
roberta-large 78.62 67.67
twitter-xlm-roberta-basecy, 76.72 59.02

7- Results

For each EXIST task, we sent the following three systems. The first system, consists
in the single-model approach with —bert-base-spanish-wwm-cased models for Spanish,
and roberta-large models for English. The second system, based on the voting ensemble
of all models listed in Table 6. The third system is also an ensemble, but it uses the
models fine-tuned with all the available data.

Table 7 shows the results and rankings of our three runs in the first task. Our best run

(system #2), ranks 12*1 in the competition, and 6" if we consider single-team submissions.

The system achieved 3.02 less Accuracy than the best system in the competition. The
run just before our best one obtained 0.38 better Accuracy. We observe that our best
ensemble system increased the Accuracy by 0.38 in comparison to our single-model
system. Also, we notice that the ensemble systems performed similarly.

Table 7
Task 1: Sexism ldentification. Results of ELIRF-VRAIN in EXIST 2022. Accuracy is the reference
metric for the first task.

System = Ranking Team Rank. = Accuracy Fi-score  1%%: Acc. 1% F1  11*": Acc. 11'": Fa

#1 14 - 76.56 76.55 - - - -
#2 12 6 76.94 76.86 79.96  70.78 77-32 77.08
#3 13 - 76.84 76.79 - - - -

Table 8 shows the results of our three runs in the second task. In this task, with the
third system, we achieved the 3 best run result and the 2" place as a team. Our
system obtained 1.15 less Macro F1 than the best system in the competition, and we

obtained 2.44 better Macro F1 than the first next run from another team (the 3*¢ place).

Also, it could be noticed that our system obtained 0.29 better Accuracy than the first
place; however, Accuracy was not the reference metric for the second task. Regarding
our runs, the system #3 obtained 0.28 better Macro F1 than the single-model system
(#1). Moreover, we observe that the other ensemble system achieved 2.05 less Macro F1



than our best run, which is a sensible difference in performance between both ensemble
systems. System #2 also underperformed in comparison to the single-model system.

Table 8
Task 2: Sexism Categorization. Results of ELiIRF-VRAIN in EXIST 2022. Macro F1 (M-F1) is the
reference metric for the second task.

System Ranking Team Rank. = Accuracy @ M-F1 1% Acc. 1% M-F1  6%: Acc. 6% M-F1

#1 4 - 70.13  49.63 - - - -
#2 5 - 68.62 47.86 - - - -
#3 3 2 70.42  49.91 70.13 51.060 66.07 47.47

8. Discussion

After analyzing the results, they showed that the data augmentation in the fine-tuning
process had more impact on the final results than the ensemble approach. Although our
best systems were both ensemble systems, the results of the single-model systems were
not far from them. We expected to achieve better results with the ensemble system, an
improvement that could justify the cost of training ten different models. However, in
both tasks, the ensemble systems could not distance themselves from the performance of
the single-model systems.

With those results, the first conclusion could be that the ensemble approach does not
add any benefit to this problem. However, this can not be ensured, since the results of
the ensembles are highly dependent on modeling aspects such as the performance of the
models, and how their outputs are combined. So, other ensemble designs could be more
beneficial. Further work is required to investigate the reasons of these results.

9. Conclusions

In this work, we have presented the participation of the ELIRF-VRAIN team in EXIST
2022 shared task. We have described the methodology to construct the six classification
systems submitted to EXIST 2022, three for sexism identification and three for sexism
categorization. We achieved the 6" place in the sexism identification task and the 29 in
the sexism categorization task.

We have detailed our approach to both EXIST 2022 tasks. We performed data
augmentation actions that helped to increase the performance without additional external
data. We enlarged the datasets by performing translation-based data augmentation and
randomly masking tokens, which effectively increased the performance of our classification
models.

We have also described the construction of our ensemble-based systems. In some cases,
these systems increased the performance of the classification systems in comparison to
the single-model systems. The improvements of the performance was below the initial
expectations. Further work is required to study the reasons of these results.



In future works, we would like to improve our ensemble approach and study data
augmentation strategies tailored to the sexism identification task.
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