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Abstract
Safety is banal.
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1. Introduction
DALL-E 2, Stable Diffusion, Midjourney, GPT-3, ChatGPT,
YouChat and other generative artificial intelligence (AI)
models may be used in a variety of tasks, some mundane
and some creative. Their safety may be of concern.

2. Safety
Safety is defined in terms of harm, aleatoric uncertainty,
and epistemic uncertainty [1]. Safe AI systems constrain
the probability of expected harms and the possibility
of unexpected harms [2]. Harms from generative AI
may be representational, allocative, quality-of-service,
interpersonal, or societal [3].

3. Creativity
Creativity is the generation of an artifact that is high-
quality and novel [4]. Quality metrics are specific to
the application. Novelty is a more application-agnostic
concept that may be measured using Bayesian surprise,
the relative entropy between the empirical distribution
of an inspiration set and that set updated with the new
artifact [5]. An inspiration set is a collection of previous
artifacts in the creative domain.
Creativity by modern generative AI is implicitly or

explicitly combinatorial. It generates unfamiliar combi-
nations of familiar ideas [6]. Combinatorial creativity
has precise information-theoretic limits on the tradeoff
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between quality and novelty [7]. On average, higher
quality implies lower novelty and vice versa.
The more immature a creative domain is, the smaller

the size of the inspiration set is. Creativity is easier be-
cause many concepts are unexplored. The feasible region
bounded by the quality-novelty tradeoff curve is larger.
When creative artifacts are constrained, for example

by requiring intentionality, the region becomes smaller
and creativity becomes more difficult [8]. (This statistical
phenomenon of optimal creativity systems contrasts the
computational phenomenon of humans often being more
creative with more constraints [9].)

4. Safety and Creativity
Safety is a constraint on artifacts. Like other constraints,
safety makes the feasible region under the quality-
novelty tradeoff curve smaller and creativity more diffi-
cult. Thus, banality, the lack of creativity, follows from
safety. There is a tradeoff between safety and creativity.

5. Implications
Some applications of generative AI, like autonomously
writing boilerplate, require safety whereas others, like
inspiring a human poet, do not. Some applications of
generative AI, like writing poetry, require creativity and
others, like writing boilerplate do not. Applications re-
quiring safety tend to also be ones not requiring creativity.
Applications not requiring safety tend to also be ones
requiring creativity.

6. Conclusion
Information theory tells us that most natural applications
of combinatorial creativitywithmodern generative AI are
feasible in terms of the safety-creativity tradeoff. Future
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Figure 1: Children creating wallpaper designs in the Immersion Room of the Cooper Hewitt, Smithsonian Design Museum.

work requires constructive algorithms for placing safety
constraints on generative AI. The end.
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