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Abstract
We describe the OpenWebSearch group’s participation in the CLEF 2024 LongEval IR track. Our submitted
runs explore how historical data from the past can be transferred into future retrieval systems. Therefore, we
incorporate relevance information from past click logs into the query reformulation process via keyqueries and
into the indexing process via a reverted index and ultimately incorporate both into learning-to-rank pipelines
to ensure that retrieval is also possible for novel queries that were not seen before. Our evaluation shows that
keyqueries substantially outperform other approaches for queries with historical click data available.
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1. Introduction

Historical data obtained from query logs may substantially help to improve the rankings of future
retrieval models. The scenario of the LongEval retrieval task [1, 2, 3, 4, 5, 6, 7] aims to study this area
where retrieval models have access to relevance labels estimated from past query logs with click models
to provide effective rankings in the future. Especially queries that have been seen before, i.e., for which
past relevance information is available, have a high potential to leverage past relevance information
for highly effective rankings if the intent of the query did not drift. For example, under the most
simple assumption that queries have the same intent and that documents did not change, almost perfect
rankings can be derived by simply ordering documents for a query by their estimated relevance from
past query logs. However, as query intents and document content might change substantially over time,
this transfer of old relevance information to future retrieval tasks might not be straightforward.

We implement this relevance transfer for queries that overlap from past query logs to future retrieval
tasks via two orthogonal concepts: (1) query reformulation with keyqueries, and (2) document reformu-
lation. For the query reformulation, we leverage the concept of keyqueries [8, 9] that try, for a set of
target documents, to identify the query that ranks the target documents highly while ensuring that
the resulting query does not overfit on the target documents. For the document reformulation, we
combined the concept of the corpus graph [10] with the concept of the reverted index [11]. Specifically,
we identify which documents are highly similar to documents that were relevant to some query in
the past (i.e., some form of a corpus graph construction) to subsequently index those documents with
the queries to which they were relevant in the past (i.e., some form of a reverted index). If documents
would not change their meaning and if queries would not change their intent, both concepts, the query
reformulation and the document reformulation, would yield ideal rankings. Still, a realistic search
engine would also need to produce good rankings for new queries or queries, respectively, documents
that changed their content or meaning.

To address this problem and to generalize to new queries and potentially changed query intents, we
incorporate our query and document reformulations into learning-to-rank models. Learning-to-Rank
aims to identify a combination of features that produce an effective ranking [12]. Even in the era of
pre-trained transformers [13], feature-based learning-to-rank remains important as it can integrate
features not available in transformers, compensating for knowledge to which transformers have no
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access [14, 15]. Especially commercial search engines might combine many features, e.g., a recent leak
claims that Google search incorporates more than 14 000 features into their ranking.1 Overall, we create
a set of over 100 features derived from submissions to the Workshop on Open Web Search [16, 17] and
combine them with learning-to-rank in our submissions. Our code and trained LambdaMART models
are available online.2

2. Related Work

We review related work on redundancy in information retrieval setups, keyqueries, and the corpus
graph and reverted index.

Redundancy in Information Retrieval Setups Normally, it is good practice to avoid redundancy
between training, validation, and test splits in experiments, as otherwise, the effectiveness could be
overestimated due to train–test leakage [18, 19]. Especially for IR experiments, redundant documents
might cause effectiveness scores to be overestimated because retrieval models get a reward for showing
the same model multiple times [20, 21]. Similar problems can occur for learned models that might
overfit to redundancy in the training data [22]. However, in the LongEval scenario, redundancy emerges
naturally, as queries and documents might overlap over time, which is no form of train–test leakage as
the datasets are partitioned over time [1, 3]. In this setting, redundant data might be especially helpful,
e.g., as previously showcased when relevance judgments were transferred from the ClueWeb09 corpus
to ClueWeb12 via near-duplicate detection [23]. We follow this approach and transfer the relevance
judgments to the newer dataset splits in the LongEval scenario via keyqueries and the corpus graph.

Keyqueries The concept of keyqueries [9] aims to formulate a query that retrieves a set of target
documents at the top-positions and has been applied to scholarly search [24], medical search [25],
privacy scenarios [26], etc. For a set 𝐷 of documents, a query 𝑞 is a keyquery against some retrieval
system 𝑆, iff 𝑞 fulfills the following three conditions [9]: (1) every 𝑑 ∈ 𝐷 is in the top-𝑘 results returned
by 𝑆 for 𝑞, (2) 𝑞 has at least 𝑙 results, and (3) no 𝑞′ ⊂ 𝑞 fulfills the first two conditions. The first
two conditions (i.e., the parameters 𝑘 and 𝑙) determine the desired specificity and the generality of a
keyquery, while the third condition is a minimality constraint to avoid adding further terms to a query
that already retrieves the target records at high ranks. Previous work applied this concept only to static
corpora, but we now extend it to evolving corpora in the LongEval scenario.

Corpus Graph and Reverted Indexes The corpus graph [10] consists of nodes that correspond to
documents in the corpus and edges that are formed based on the similarity of documents. This similarity
is either lexical or semantic, and is used in a re-ranking scenario to also consider documents highly
similar to the top-ranked documents to improve the recall [10]. The reverted index [11] directly stores
which documents should be ranked for which queries. We combine both concepts in the LongEval
scenario: by building a corpus graph between the documents that were relevant to some queries in the
past to the documents in the current corpus, we index those documents into the reverted index.

3. Methodology

Our last year participation at LongEval was aimed at finding out whether generating multiple query
variants for the same information need improves retrieval effectiveness. We generated query variants
using ChatGPT and fused ranking results obtained with the original query and different query variants.
We found out that query variant generation improves over time and follows the same trend as BM25

1https://sparktoro.com/blog/an-anonymous-source-shared-thousands-of-leaked-google-search-api-documents-with-me-
everyone-in-seo-should-see-them

2https://github.com/OpenWebSearch/LONGEVAL-24

https://web.archive.org/web/20240528052622/https://sparktoro.com/blog/an-anonymous-source-shared-thousands-of-leaked-google-search-api-documents-with-me-everyone-in-seo-should-see-them/
https://web.archive.org/web/20240528052622/https://sparktoro.com/blog/an-anonymous-source-shared-thousands-of-leaked-google-search-api-documents-with-me-everyone-in-seo-should-see-them/
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baseline, therefore the query variant generation showed its robustness [27]. Still, the improvements
were only minor.

However, last year we did not explore the information that is provided by the documents in the
past and whether this information can be useful for the future. Therefore, we decided to extend the
queries with the terms for the relevant documents. Also, for the non-overlapping queries we wanted to
have a system that does not rely on information from the past. For that we used a learning-to-rank
approach, which utilizes features from the components submitted to the Workshop on Open Web Search
(WOWS) [16].

3.1. Keyqueries

We noticed that queries overlap over different time slots, and in case their intent stays the same, we
aim to transfer their relevance information to the new time slots. Consecutively, for those queries we
know what documents were clicked a few months ago. We decided to use this feedback and query
expansion with the BO1 model [28] to create keyqueries and use the same approach as [25]. Thereby,
we use BO1 to obtain candidate terms for query terms, as pilot experiments showed that BO1 expansion
terms yield higher effectiveness than RM3 [29] expansions. We inserted the clicked documents into the
current corpus and reformulated the queries with the BO1 model until those documents were in the top
positions. After that we removed old documents from the ranking. This implementation of the keyquery
concept is not the most effective one, more effective approaches that leverage a generate-and-test
paradigm [26] exist and are interesting directions for future work (i.e., explicitly generating many
variants and selecting the variants that are highly effective).

3.2. Reverted index

First, we identify documents in the new corpus that are higly similar to documents that were relevant
to documents that were relevant to some queries in the past data (we use all available past data). We
find those candidate terms by building an index with PyTerrier for the new corpus and submitting every
relevant document from the past to the new corpus to retrieve the 10 nearest neighbors according to
BM25. We then create a reverted index by indexing the document of position 1 with 10 times the query
to which a document was relevant, the document on position 2 with 9 times, etc. For the final retrieval,
we use BM25 against this constructed reverted index.

3.3. Learning to Rank

While a large share of the queries in the test collections have overlap with the queries in the training
splits, this is of course not the case for all queries. Hence, we also needed a system that could be used
when information from the past could not be exploited directly. For these cases, we also developed a
simple learning-to-rank approach, which used features from a large number of components submitted
to the Workshop on Open Web Search (WOWS) [16].

For our learning-to-rank systems, we re-ranked the top 100 BM25 results using LambdaMART [30].
We implemented our pipelines with PyTerrier [31], using LightGBM [32] for the LambdaMART imple-
mentation. The feature extraction components were all executed in TIREx [33] once, after which their
outputs were cached for easy repeated experimentation.

We split the 2024 training set into a training and validation split, which we used to tune LightGBM’s
hyperparameters. We performed several runs, each with different subsets of features:

ows-ltr-wows-base-rerank Query-only scores (QPP scores [34], classified intents [35], and health-
relatedness [36]); document-only scores (health-relatedness [36], classified genre [37], and read-
ability scores [37]); and lexical matching models built into PyTerrier (BM25, PL2, DirichletLM,
DLH, and LGD).



Table 1
The effectiveness of the seven submitted runs and the BM25 baseline on the June and August 2023 test sets,
respectively. We report the nDCG and the nDCG@10 as well as nDCG and nDCG@10 when unjudged documents
are removed (Cond. nDCG and Cond. nDCG@10)

Approach / Run nDCG nDCG@10 Cond. nDCG Cond. nDCG@10

June August June August June August June August

ows-bm25-bo1-keyqueries 0.332 0.242 0.240 0.190 0.471 0.350 0.448 0.343
ows-bm25-reverted-index 0.305 0.228 0.241 0.192 0.400 0.307 0.390 0.305
ows-ltr-all 0.293 0.223 0.226 0.186 0.395 0.305 0.384 0.303
ows-ltr-wows-rerank-and-reverted-index 0.289 0.212 0.219 0.172 0.402 0.305 0.393 0.302
ows-ltr-wows-rerank-and-keyquery 0.283 0.216 0.212 0.176 0.396 0.306 0.386 0.303
ows-ltr-wows-all-rerank 0.245 0.204 0.155 0.158 0.389 0.304 0.378 0.301
ows-ltr-wows-base-rerank 0.239 0.177 0.151 0.120 0.390 0.301 0.378 0.298

BM25 0.252 0.191 0.166 0.141 0.388 0.300 0.375 0.297

ows-ltr-wows-all-rerank The features from ows-ltr-wows-base-rerank plus additional, neural-
based query-document scores (RankZephyr [38], Sparse Cross Encoder [39], LiT5 [40], SBERT [41],
MonoT5 [42], ColBERT [43], and ANCE [44]).

ows-ltr-wows-rerank-and-reverted-index The features from ows-ltr-wows-all-rerank, plus
three features related to the reverted index: 1) whether the query-document pair has been
encountered in the past, 2) the maximum score for this query-document pair in the past, and
3) the mean score for this query-document pair in the past.

ows-ltr-wows-rerank-and-keyquery The features from ows-ltr-wows-all-rerank, plus two
keyquery-related features: 1) whether this query-document pair has been encountered in the
keyquery run, and 2) the score of this query-document pair in the keyquery run.

ows-ltr-all A combination of all features described above.

Note that some of the features – especially the neural query-document features – can be prohibitively
expensive to compute in a real-world system. Our learning-to-rank results thus indicate the theoretical
performance of a system using all of these models together, while in practice, a system might only use
a small subset of them.

4. Results

We will evaluate our submitted runs on all queries and on only overlapping queries.

4.1. Results for all queries and overlapping queries

We report the nDCG [45] without cutoff and at a cutoff at 10, and condensed variants where all unjudged
documents are removed [46] (although this better handles the effects of unjudged documents than
dedicated measures like Bpref [46], it is known to overestimate the effectiveness [47] which was only
recently confirmed [48]). The share of unjudged documents is 68-77% for June and 73-82% for August
2023 (cutoff at 10) depending on the runs.

Table 1 shows that most of the runs outperform the baseline, with the baseline never being the best
approach. It is a big improvement in comparison to the last year when the baseline was still the best
approach for several runs. We can see that using keyqueries outperforms other approaches along with
the reverted index for nDCG@10.

In Table 2 we present the results for the queries that are overlapping between January, June and
August. Overall, our scores are higher when considering only overlapping queries rather than all
queries. We can observe that utilising the information from the past click logs is beneficial especially for



Table 2
The effectiveness of the seven submitted runs and the BM25 baseline on queries that overlap between January
2023 train set, June 2023 test set and August 2023 test set: 126 queries in June and 141 queries in August. We
report the nDCG and the nDCG@10 as well as nDCG and nDCG@10 when unjudged documents are removed
(Cond. nDCG and Cond. nDCG@10)

.

Approach / Run nDCG nDCG@10 Cond. nDCG Cond. nDCG@10

June August June August June August June August

ows-bm25-bo1-keyqueries 0.408 0.315 0.267 0.223 0.606 0.494 0.572 0.488
ows-bm25-reverted-index 0.334 0.266 0.263 0.219 0.439 0.366 0.429 0.371
ows-ltr-all 0.305 0.242 0.224 0.175 0.426 0.352 0.414 0.355
ows-ltr-wows-rerank-and-reverted-index 0.301 0.244 0.219 0.187 0.432 0.361 0.424 0.364
ows-ltr-wows-rerank-and-keyquery 0.293 0.240 0.206 0.178 0.425 0.358 0.414 0.362
ows-ltr-wows-all-rerank 0.246 0.232 0.138 0.162 0.419 0.353 0.405 0.354
ows-ltr-wows-base-rerank 0.253 0.194 0.157 0.112 0.421 0.352 0.408 0.353

BM25 0.270 0.213 0.168 0.143 0.423 0.346 0.407 0.346
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Figure 1: Feature importance per feature type. For feature importance, we use the ‘gain’ metric, which measures,
per feature, the total performance gain obtained from splits using that feature.

the queries that were used before. Also, the approaches that use previously clicked documents perform
much better compared to the approaches that do not use any historical information.

4.2. Learning to rank feature importance

Since our learning-to-rank approach uses a large number of different features, we were curious to see
which features have the largest impact on the performance of the model. We inspect the ‘gain’ feature
importance scores as reported by LightGBM [32], i.e., for each feature, the total gain obtained by splits
in the decision tree in which that feature was used.

Figure 1 shows the feature importances per feature type. As can be expected, the query-document
scores have the largest impact on the performance of the model, with the neural matching models being
most important overall. Interestingly, the reverted index and keyquery features seem not to help the
model all that much, even though we have seen large improvements in performance if we use those
techniques directly (as opposed to only using them as features in the learning to rank model).

In Figure 2, we explore the 5 most important features for the query-only, document-only and query-
document features. For the lexical matching models, we see that BM25 is the least important by a large
margin. This could be caused by the fact we already use BM25 to select the top 100 documents before
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Figure 2: Top 5 most important features for query-only, document-only, and query-document (lexical and neural
matching scores) features. For feature importance, we use the ‘gain’ metric, which measures, per feature, the
total performance gain obtained from splits using that feature.

re-ranking, so the BM25 scores are already incorporated in the ranking. The neural ranking models,
which were the most important features, still vary quite a bit in their importance. Interestingly, the
sparse cross-encoder is weighed more heavily than models with full attention mechanisms like MonoT5,
LiT5 and even more powerful models like RankZephyr. Similarly, SBERT, a bi-encoder model, is also
deemed quite important by LightGBM. Importantly, this teaches us that we might not even need the
most performant (e.g., full attention cross-encoder) models in our pipeline; using more lightweight
models in a learning-to-rank setting might already boost performance by a large margin.

5. Conclusion

We presented the Open Web Search (OWS) team’s submission to the LongEval shared task at CLEF 2024.
The motivation behind our approach was twofold. For previously encountered queries, we made
explicit use of the clicked documents in the past; either through a keyquery approach or by finding
similar documents to the clicked documents in the new corpus. For unseen queries, we applied a
learning-to-rank model with a variety of query-only, document-only and query-document features.
Our results show that making explicit use of clicked documents for previously encountered queries
heavily improves the performance of our system, even when the corpus has evolved in the meantime.
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