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Abstract This paper gives a new generalized key-recovery model of related-key rectangle attacks on block
ciphers with linear key schedules. The model is quite optimized and applicable to various block ciphers with
linear key schedule. As a proof of work, we apply the new model to two very important block ciphers, i.e.
SKINNY and GIFT, which are basic modules of many candidates of the Lightweight Cryptography (LWC)
standardization project by NIST.

For SKINNY, we reduce the complexity of the best previous 27-round related-tweakey rectangle attack
on SKINNY-128-384 from 2331 to 2294. In addition, the first 28-round related-tweakey rectangle attack on
SKINNY-128-384 is given, which gains one more round than before. For the case of GIFT-64, we give the
first 24-round related-key rectangle attack with a time complexity 291.58, while the best previous attack on
GIFT-64 only reaches 23 rounds at most.
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1 Introduction

The boomerang attack [46], proposed by Wagner, is a variant of differential cryptanalysis [17]. It combines
two short differentials with high probabilities to get a long distinguisher. Refinements on the boomerang
attack have been published, namely, the amplified boomerang attack [31], and thereafter the rectangle
attack [7]. At ASIACRYPT 2009, Biryukov et al. [13] introduced the concept of boomerang switch to further
increase the probability of the boomerang distinguisher. Another improvement was made by Dunkelman
et al. [23], which is called sandwich attack. At Eurocrypt 2018, Cid et al. [20] proposed a novel technique
named Boomerang connectivity table (BCT), which solved the problem of incompatibility in boomerang
distinguishers noted by Murphy [36]. Later, the BCT effect in multiple rounds of boomerang switch was
studied by Wang and Peyrin [47] and Song et al. [42].

Boomerang and rectangle attacks in a related-key setting [9] are quite powerful, which break various
important block ciphers, including the key-recovery attacks on KASUMI [10, 23] and AES [13]. Recently,
many (tweakable) block ciphers adopt linear key schedules, such as MANTIS [11], LED [25], MIDORI [4],
GIFT [16], Simon [18], CRAFT [15], and the popular TWEAKEY [29] framwork based ciphers, including
SKINNY [11], Deoxys-BC [30], QARMA [3], and Joltik-BC [29]. Notably, in the CAESAR competition [21]
for secure authenticated encryption, Deoxys-II [30], which is based on Deoxys-BC, has been selected as one
of the winners.

With the significant spread of the Internet of Things (IoT) in recent years, lightweight cryptography is
urgently needed in numerous devices with little computing power. Therefore, NIST launched the Lightweight
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Cryptography (LWC) standardization project [37] to select lightweight authenticated encryption with as-
sociated data (AEAD) and hashing function. In 2019, about 56 candidates were included in the Round
1 of the project [37]. Among the candidates, many are based on block ciphers with linear key schedule
to become lightweight, such as SKINNY-AEAD and SKINNY-Hash [12], SUNDAE-GIFT [5], TGIF [26],
GIFT-COFB [6], Remus [27], Romulus [28] and Saturnin [19], etc. The study of boomerang and rectangle
attacks on block ciphers with linear key schedule becomes relevant. At ToSC 2017, Liu et al. [33] intro-
duced a generalized key-recovery model for the related-key rectangle attack on block ciphers with linear
key schedule. Then, they applied their model to the attacks on reduced-round SKINNY [11].

Our Contributions.
In this paper, we find that Liu et al.’s model [33] can be significantly improved in the phase of generating

quartets. Therefore, we construct a new key-recovery model for the related-key rectangle attacks on block
ciphers with linear key schedules. In order to show the effectiveness of model, we apply it to the two
important block ciphers, i.e. SKINNY [11] and GIFT [16]. Note that, in the LWC standardization project
by NIST [37], many candidates such as SKINNY-AEAD and SKINNY-Hash [12], SUNDAE-GIFT [5],
TGIF [26], GIFT-COFB [6], Remus [27] and Romulus [28] are based on SKINNY or GIFT. To study
SKINNY and GIFT is very important for the security evaluation of these candidates.

For the sake of a clear comparison between our model and the previous one by Liu et al. [33], we utilize
the same 23-round boomerang distinguishers of SKINNY-128-384 [11] as proposed by Liu et al. [33] and
the same 19-round boomerang distinguishers on GIFT-64 [16] as proposed by Chen et al. [22] to launch
our key-recovery attacks.

– For SKINNY-128-384, we improve the time complexity of the best previous 27-round attack by a factor
of 237. Moreover, we present the first key-recovery attack on 28-round SKINNY-128-384 with a time
complexity of 2315.25 and 2122 chosen plaintexts.

– For GIFT-64, we conduct a 24-round attack 1, which gains one more round than the best previous
attacks, and the time complexity is 291.58.

The cryptanalysis results on SKINNY-128-384, GIFT-64 are listed in Table 1.

Table 1: Summary of analysis results of SKINNY-128-384, GIFT-64. (I)DC stands for (impossible)
differential cryptanalysis; IC stands for integral cryptanalysis; MITM stands for meet-in-the-middle

attack; SK stands for single-key; RK stands for related-key.

SKINNY-128-384
Rounds Approach Setting Time Data Memory Size set up Ref.

22 IDC SK 2373.48 292.22 2147.22 k = 384 [45]
22 MITM SK 2382.46 296 2330.99 k = 384 [43]

27
rectangle RK 2351 2127 2160 k = 384 [33]
rectangle RK 2331 2123 2155 k = 384 [33]
rectangle RK 2294 2122 2122.32 k = 384 Sect. 4.4

28 rectangle RK 2315.25 2122 2122.32 t < 68, k > 316 Sect. 4.5
GIFT-64
Rounds Approach Setting Time Data Memory Size set up Ref.

14 IC SK 297 263 – k = 128 [16]
15 MITM SK 2120 264 – k = 128 [16]
15 MITM SK 2112 – – k = 128 [38]
19 DC SK 2112 263 – k = 128 [48]
20 DC SK 2112.68 262 2112 k = 128 [49]
21 DC SK 2107.61 264 296 k = 128 [49]
23 boomerang RK 2126.6 263.3 – k = 128 [34]
23 rectangle RK 2107 260 260 k = 128 [22]
24 rectangle RK 291.58 260 260.32 k = 128 Sect. 5.3

2 The Related-key Rectangle Attack

The boomerang attack, proposed by Wagner [46], is an extension of the differential attack using adaptive
chosen plaintexts and ciphertexts to analyze block ciphers. It attempts to generate a quartet structure at
an intermediate value halfway through the cipher. When the adversaries can not find a long differential

1 Note that the authors of GIFT [16] do not give any security claim in the related-key setting, but as shown by Liu et
al. [48] and Chen et al. [22], it is still theoretically meaningfull to understand its security margin in this setting.
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Fig. 1: Related-key rectangle distinguisher framework

characteristic with probability higher than for a random permutation, they can decompose the cipher in
two shorter ciphers as E = E1 ◦E0 and connect two short differential trails to conduct the attack. For E0,
the differential characteristic is α→ β with probability p, and the differential characteristic for E1 is δ → γ
with probability q.

Then a right quartet can be obtained by a boomerang distinguisher which is the connection of the two
shorter differential characteristics as in the following steps:

1. Randomly choose a plaintext pair (P1, P2) with difference P1⊕P2 = α, and make queries over E to get
the ciphertext pair (C1, C2), where C1 = E(P1), C2 = E(P2).

2. Generate another ciphertext pair (C3, C4) by C3 = C1 ⊕ δ and C4 = C2 ⊕ δ, then make queries to the
decryption oracle to obtain their plaintexts (P3, P4) with two adaptive chosen-ciphertext queries.

3. Check whether the difference of (P3, P4) equals to α or not.

The adversary can get a right quartet with a probability of p2q2, thus the probability of the distinguisher
has to satisfy pq > 2−n/2.

When the values of α and δ are fixed and don’t restrain the values of β and γ as long as β 6= γ, the
boomerang attack is developed into the amplified boomerang attack [31] or rectangle attack [7], which are
chosen-plaintext attacks. The probability of getting a right quartet is 2−np̂2q̂2, where

p̂ =

√∑

i

Pr2(α→ βi) and q̂ =

√∑

j

Pr2(γj → δ).

If the four plaintexts in a quartet are encrypted under different master keys K1, K2, K3 and K4

respectively, the attack is developed into a related-key rectangle attack [9], where C1 = EK1
(P1), C2 =

EK2
(P2), C3 = EK3

(P3), and C4 = EK4
(P4). Assume one has a related-key differential α → β over E0

under a key difference ∆K with a probability p and another related-key differential γ → δ over E1 under
a key difference ∇K with probability q, and K1 ⊕K2 = ∆K, K3 ⊕K4 = ∆K, K1 ⊕K3 = ∇K. Then a
right quartet can be obtained as follows:

1. Randomly choose two plaintext pairs (P1, P2) and (P3, P4) with difference P1⊕P2 = α and P3⊕P4 = α,
and encrypt them with E to get the ciphertext pairs (C1, C2) and (C3, C4) under four master keys, where
K1 ⊕K2 = ∆K, K3 ⊕K4 = ∆K and K1 ⊕K3 = ∇K.

2. Check whether the differences satify C1 ⊕ C3 = δ and C2 ⊕ C4 = δ or not. If yes, a right quartet is
obtained, otherwise return to step 1.

In the key recovery process, adversaries only need to recover one of the four master keys, since the
values of ∆K and ∇K are known and the other three master keys can be computed by the recovered key.

For clarity, the related-key rectangle framework is illustrated in Figure 1.

3 New Model of Related-key Rectangle Attack

Under a related-key rectangle distinguisher, our key recovery algorithm is adapted from Biham et al.’s
algorithm [8] which is a single-key rectangle attack and Liu et al.’s [33] algorithm which is a related-key
rectangle attack. In the key recovery algorithm, we follow the notations in [33].
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Fig. 2: Related-key rectangle attack framework

We decompose the cipher algorithm E into three components as E = Ef ◦E′◦Eb, where E′ is determined
by the related-key rectangle distinguisher and Eb and Ef are the rounds extended backward from the start
and forward from the end of the distinguisher, respectively. Let c denote the size of a cell (the unit goes
through Sbox), k denote the size of the master key and n be the size of the state in the block cipher.
After extending the rectangle distinguisher backward for several rounds (i.e. Eb) under the related-key
difference ∆K, we denote the number of unknown bits in the difference of plaintexts as rb. Let mb be the
number of involved subkey bits that affect the plaintext difference while encrypting plaintext pairs to the
position of the known difference under Eb. Similarly, when extending several rounds for the difference of the
distinguisher δ under Ef by the related-key difference ∇K, we define rf and mf for Ef . The related-key
rectangle framework is illustrated in Figure 2. The algorithm being composed of data collection and key
recovery is as follows:

1. Construct structures including 2rb plaintexts, which traverse all the possible values for the rb/c active
cells while assigning suitable constants to the other cells that hold zero or known differences. If s denotes
the expected number of right quartets, attackers need to prepare y =

√
s·2n/2−rb/p̂q̂ different structures.

2. Query the corresponding ciphertexts for the 2rb plaintexts in each structure under the four related keys
K1, K2, K3 and K4 and get four plaintext-ciphertext sets L1, L2, L3 and L4, where K1 is the secret
key and K2 = K1⊕∆K, K3 = K1⊕∇K and K4 = K1⊕∆K⊕∇K. Insert L2 and L4 into hash tables
H1 and H2 indexed by the rb bits of plaintexts.

3. Guess the 2mb possible mb bits of subkey involved in Eb:
(a) Initialize a list of 2mf counters, each of which corresponds to a mf -bit subkey guess.
(b) For each set L1 of every structure, partially encrypt plaintext P1 ∈ L1 under Eb by the guessed

subkeys of K1, and partially decrypt it under the subkey of K2 = K1⊕∆K to the plaintext P2 after
xoring the known difference α, i.e. P2 = DbK2

(EbK1
(P1)⊕ α) where DbK2

is the partial decryption
process Db using K2. Then check H1 to find the corresponding plaintext-ciphertext pair indexed by
the rb bits of P2. Proceed with a similar process for sets L3 and L4 and obtain two sets as

S1 ={(P1, C1, P2, C2) : (P1, C1) ∈ L1, (P2, C2) ∈ L2, EbK1
(P1)⊕ EbK2

(P2) = α}

and
S2 ={(P3, C3, P4, C4) : (P3, C3) ∈ L3, (P4, C4) ∈ L4, EbK3

(P3)⊕ EbK4
(C4) = α}.

(c) There are M = y · 2rb chosen plaintexts under each key, and the sizes of S1 and S2 are all y · 2rb due
to y structures. Denote δ′ being the truncated form propagated from δ under Ef with probability
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1. There are n − rf bits whose differences are 0 in δ′. Insert S1 into hash table H3 indexed by the
n− rf bits of C1 and n− rf bits of C2 that are 0 in δ′. Then for each element of S2, we check the
hash table H3 to find (P1, C1, P2, C2) so that (C1, C3) and (C2, C4) collide in the n− rf bits. There

will be about M2 · 2−2(n−rf ) quartets remaining.
(d) With the quartets obtained in step (c), we conduct the key recovery process for the subkeys involved

in Ef . Instead of guessing all the mf -bit subkeys at once, we firstly determine whether a candidate
quartet is useful by guessing only a small fraction of the unknown involved subkey bits, which is
just a guess and filter procedure. We denote the time complexity in this step as ε.

(e) Select the top 2mf−h hits in the counter to be the candidates, which delivers a h-bit or higher
advantage.

(f) Guess the remaining k − mb − mf unknown key bits exploiting the key schedule algorithm, and
exhaustively search over them to recover the correct master key. If the guessed mb-bit keys are not
right, go to step 3 with another guess.

Since the key recovery attack is a related-key attack, the data complexity is D = 4M = 4y · 2rb chosen
plaintexts.

In the quartets collection and key recovery process, we need 2mb · 2M table look-ups in step 3(b) and
2mb ·M table look-ups in step 3(c) resulting in 2mb ·3M to prepare the quartets. M2 ·2−2(n−rf ) ·ε encryptions
in step 3(d) and 2k−h encryptions in step 3(f) are needed to recover the master key. Thus the total time
complexity, which is composed of data collection and key recovery, is 4M + 2mb ·M2 · 2−2(n−rf ) · ε+ 2k−h.

The memory complexity is 4M +M + 2mf = 5M + 2mf .
Success Probability. We use the method by Selçuk [39] to compute the success probability:

Ps = Φ(

√
sSN − Φ−1(1− 2−h)√

SN + 1
), (1)

where SN is the signal-to-noise ratio and SN = p̂2q̂2/2−n.
Compared to the related-key rectangle attack in [33], the main improvements in time complexity are

summarized as follows:

1. In the data collection program to prepare quartets, paper [33] constructs quartets first, and then checks
whether the quartet can be encrypted to the difference of the start of the distinguisher one by one
to filter all the useless quartets. However, we guess the key bits involved in the Eb and make partial
encryption and decryption to construct plaintext pairs that can be encrypted to the difference of the
start of the distinguisher. Therefore, the quartets we obtained don’t need to be filtered. It makes the
time complexity be highly reduced.

2. In the key recovery process, we don’t guess all the key bits involved in Ef but utilize a process that
guess partial key bits one time and filter the useless quartets step by step. It makes the time complexity
reduce further.

4 Application to SKINNY

The SKINNY family [11] provides 64-bit and 128-bit block versions and denotes n as the block size. Several
candidates of the Lightweight Cryptography (LWC) standardization project by NIST [37] are based on the
SKINNY block cipher, such as SKINNY-AEAD and SKINNY-Hash [12], Remus [27] and Romulus [28].
The family of lightweight block ciphers SKINNY has three tweakey size versions SKINNY−n − t, where
t = n, t = 2n and t = 3n, and denotes the tweakey state by TK1 when t = n, by TK1 and TK2 when
t = 2n, and finally by TK1, TK2 and TK3 when t = 3n.

Since SKINNY was proposed, there has been a number of third-party cryptanalysis from all over
the world. Tolba et al. [45] applied impossible differential attacks to 18-, 20- and 22-round SKINNY-n-
n, SKINNY-n-2n and SKINNY-n-3n, respectively, in the single-key model at AFRICACRYPT 2017. At
ToSC 2017, Liu et al. [33] searched related-tweakey impossible differentials and related-tweakey rectangle
distinguishers and applied them to analyze up to 19-, 23- and 27-round SKINNY-n-n, SKINNY-n-2n and
SKINNY-n-3n respectively. In [2], Abdelkhalek et al. proposed a method to model the DDT of large Sboxes
and verified that no differential characteristic with probability higher than 2−128 for 14-round SKINNY-128
exists. In [41], Sadeghi et al. presented zero correlation attacks on SKINNY-64-64/128 and gave a related-
tweakey impossible differential attack on SKINNY-128-256 up to 23 rounds. At ASIACRYPT 2018, Shi
et al. [43] analyzed 22-round SKINNY-128-384 by the Demirci-Selcuk meet-in-the-middle attack. At ToSC
2019, Song et al. [42] revisited the Boomerang Connectivity Table [20] and recalculated the probabilities of
some related-tweakey boomerang distinguishers proposed in [33]. Besides, there are analyses on SKINNY-64
in [1, 40,44].
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Initialization. The cipher receives a plaintext m = m0‖m1‖ · · · ‖m14‖m15, where the mi

are s-bit cells, with s = n/16 (we have s = 4 for the 64-bit block SKINNY versions and
s = 8 for the 128-bit block SKINNY versions). The initialization of the cipher’s internal
state is performed by simply setting ISi = mi for 0 ≤ i ≤ 15:

IS =




m0 m1 m2 m3

m4 m5 m6 m7

m8 m9 m10 m11

m12 m13 m14 m15




This is the initial value of the cipher internal state and note that the state is loaded
row-wise rather than in the column-wise fashion we have come to expect from the AES;
this is a more hardware-friendly choice, as pointed out in [29].

The cipher receives a tweakey input tk = tk0‖tk1‖ · · · ‖tk30‖tk16z−1, where the tki are
s-bit cells. The initialization of the cipher’s tweakey state is performed by simply setting
for 0 ≤ i ≤ 15: TK1i = tki when z = 1, TK1i = tki and TK2i = tk16+i when z = 2, and
finally TK1i = tki, TK2i = tk16+i and TK3i = tk32+i when z = 3. We note that the
tweakey states are loaded row-wise.

Table 1. Number of rounds for SKINNY-n-t, with n-bit internal state and t-bit tweakey
state.

Tweakey size t

Block size n n 2n 3n

64 32 rounds 36 rounds 40 rounds

128 40 rounds 48 rounds 56 rounds

The Round Function. One encryption round of SKINNY is composed of five opera-
tions in the following order: SubCells, AddConstants, AddRoundTweakey, ShiftRows and
MixColumns (see illustration in Figure 1). The number r of rounds to perform during

SC AC

ART

>>> 1

>>> 2

>>> 3

ShiftRows MixColumns

Fig. 1. The SKINNY round function applies five different transformations: SubCells (SC),
AddConstants (AC), AddRoundTweakey (ART), ShiftRows (SR) and MixColumns (MC).

encryption depends on the block and tweakey sizes. The actual values are summarized in
Table 1. Note that no whitening key is used in SKINNY. Thus, a part of the first and last
round do not add any security. We motivate this choice in Section 3.

SubCells. A s-bit Sbox is applied to every cell of the cipher internal state. For s = 4,
SKINNY cipher uses a Sbox S4 very close to the PICCOLO Sbox [39]. The action of this
Sbox in hexadecimal notation is given by the following Table 2.

7

Fig. 3: The SKINNY round function

4.1 Specification of SKINNY

The block cipher SKINNY [11] is an SPN cipher that uses a compact Sbox, a sparse diffusion layer and a
light key schedule. SKINNY follows the TWEAKEY framework [29], thus except for a plaintext P and a
master key K it takes a tweak T as the third input, and different ciphertexts can be obtained under the
same plaintext and master key due to the different tweaks. Inspired by the TWEAKEY framework [29],
SKINNY provides a unified view for key and tweak by tweakey.

For all versions of SKINNY, the tweak size and the key size can vary according to the users but the key
size should be at least as large as the block size. Both the intermediate state and tweakey state are viewed
as a 4× 4 square array of cells indexed by




0 1 2 3
4 5 6 7
8 9 10 11
12 13 14 15


 .

Note that SKINNY adopts a row-wise form rather than column-wise fashion as AES [24], as it is more
hardware-friendly as pointed out in [35].

The Round Function. One encryption round of SKINNY consists of five operations in the following
order: SubCells (SC), AddConstants (AC), AddRoundTweakey (ART), ShiftRows (SR) and MixColumns

(MC), which is illustrated in Figure 3.

SubCells. Apply a 4-bit Sbox in case of n = 64 and an 8-bit Sbox in case of n = 128 to the 16 cells of the
state. It is the non-linear operation in the round function.

AddConstants. The round constants are generated by a 6-bit affine LFSR. Three round constants are xor’ed
to the first cell of the first three rows, respectively.

AddRoundTweakey. Only the first two rows of the round tweakey are xor’ed to the first two rows of the
internal state. The round tweakey tki in round i is defined as:

– t = n: tki = (TK1)i,
– t = 2n: tki = (TK1)i ⊕ (TK2)i,
– t = 3n: tki = (TK1)i ⊕ (TK2)i ⊕ (TK3)i,

where (TK1)i, (TK2)i and (TK3)i are generated by the tweakey schedule algorithm that is introduced
below.

ShiftRows. Rotate the 4 cells of the j−th row right by ρ[j] positions, where ρ = (0, 1, 2, 3).

MixColumns. Pre-multiply the internal state by a 4× 4 binary constant matrix M to update the state. The
matrix M and its inverse matrix M−1 are represented as follows:

M =




1 0 1 1
1 0 0 0
0 1 1 0
1 0 1 0


 , M−1 =




0 1 0 0
0 1 1 1
0 1 0 1
1 0 0 1


 .

Definition of the round tweakey (subtweakey). The tweakey schedule algorithm of SKINNY is a
linear transformation. The t-bit tweakey input is firstly divided into z = t/n n-bit blocks, and located in
TK1 with t = n, or TK1, TK2 with t = 2n or TK1, TK2, TK3 with t = 3n.
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Table 2: The two LFSRs used in SKINNY tweakey schedule

LFSR2 (x7||x6||x5||x4||x3||x2||x1||x0)→ (x6||x5||x4||x3||x2||x1||x0||x7 ⊕ x5)
LFSR3 (x7||x6||x5||x4||x3||x2||x1||x0)→ (x0 ⊕ x6||x7||x6||x5||x4||x3||x2||x1)

First, a permutation PT is applied to the cells of all tweakey arrays as TKzi ← TKzPT [i] for all 0 ≤ i ≤ 15
with

PT = [9, 15, 8, 13, 10, 14, 12, 11, 0, 1, 2, 3, 4, 5, 6, 7],

for z ∈ {1, 2} and z ∈ {1, 2, 3}. This is a position permutation with the value unchanged.

Then, each cell in the first two rows of TK2 (or TK2 and TK3) are updated by one (or two) LFSRs
to get (TKm)i (m = 1, 2, 3). The LFSRs are listed in Table 2, we only give the LFSRs used for the 8-bit
cells.

4.2 Notations and Definitions of SKINNY

In this section, the notations are defined as follows:

Xi : state before SC and AC operation in Round i, 0 ≤ i ≤ r − 1,
Yi : state after SC and AC operation in Round i, 0 ≤ i ≤ r − 1,
Zi : state after ART and SR operation in Round i,0 ≤ i ≤ r − 1,

The details of the i-th round (0 ≤ i ≤ r − 1) are as follows:

Xi
SC−→
AC

Yi
ART, SR−−−−→
STKi

Zi
MC−→ Xi+1.

∆X : difference of the state X,

Xi[j · · · k] : jth byte, · · · , kth byte of Xi, where 0 ≤ j, k ≤ 15,

Yi[j · · · k] : jth byte, · · · , kth byte of Yi, where 0 ≤ j, k ≤ 15,

Zi[j · · · k] : jth byte, · · · , kth byte of Zi, where 0 ≤ j, k ≤ 15.

4.3 Properties of SKINNY

Here, we introduce several properties and a lemma on SKINNY that will be used in the related-tweakey
rectangle attack.

1. The matrix used in the MixColumns operation is not an MDS matrix. Therefore, extra values of some
cells may need to be guessed except the active cells in both input and output of the MC operation,
which leads to more subtweakey bytes that need to be guessed. We use the same example as in [33]
which is illustrated in Figure 4 to explain the property.
When we backtrack the trail from ∆X17 to round 14 and guarantee that only ∆X14[8] is active, it
is necessary to check whether the differences in ∆X15[2, 10, 14] lead to a single active cell in ∆Z14[8].
Therefore, the differences of ∆X15[2, 10, 14] are needed to indicate the values as well as differences at
Y15[2, 10, 14]. To compute the value at Y15[10], the value of X16[4, 12] is required, thus an additional
cell STK16[4] needs to be guessed.

2. Since the AddRoundTweakey operation follows the SubCells operation, and ShiftRows and MixColumns

operations are all linear transformations, we can xor an equivalent subtweakey to the internal state after
the MC operation, i.e. STKeq = MC ◦ SR(STK) as can be seen in Figure 5.

Lemma 1. [33] For any non-zero input-output difference pair (δin, δout) for the SKINNY Sbox S, there is
one solution x satisfying S(x)⊕ S(x⊕ δin) = δout on average.

Note that MixColumns operation is not omitted in the last round of SKINNY, but it is well known
that MixColumns is a linear operation which does not impact the differential cryptanalysis. To simplify
the discussion, we omit the ShiftRows operation and MixColumns operation in the last round, and denote
SR ◦MC−1(C) (i.e. state Zr−1 in r-round attack) by C in the last round, where C is the ciphertext.
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Fig. 4: Property of MC operation of SKINNY
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Fig. 5: The equivalent subtweakey after SR and MC operations

4.4 Related-tweakey Rectangle Attack on 27-round SKINNY-128-384

We use the same related-tweakey differential trail as in [33] which is listed in Table 3. As described in [33],
the probability of the 11-round related-tweakey differential trail is 2−21, and there are two trails holding
with the same probability with the input and output difference unchanged leading to p̂ = 2−20. A 12-
round differential trail with a probability of 2−37 can be obtained by extending one round at the start
of the 11-round trail, and connecting the 11-round and 12-round trails to construct a 23-round rectangle
distinguisher. When using the boomerang switch technique in [13], four Sboxes can be saved leading to
q̂ = 2−36. Thus the probability of the 23-round rectangle distinguisher is 2−n · p̂2q̂2 = 2−240.

We prefix two rounds at the beginning of the 23-round distinguisher and append two rounds at the end
to conduct a related-tweakey rectangle attact on 27-round SKINNY-128-384, which is illustrated in Figure
6.

In data collection, since ∆Y1 = ART−1 ◦SR−1 ◦MC−1(α), where α is the difference in the start of the
rectangle distinguisher that is known, we only need to guess the 8 bytes of STK0 to construct sets S1 and
S2. There are two bytes of 0 differences in the difference of plaintexts, rb = 14c, mb = 8c, rf = 13c and

mf = 12c where c = 8. Totally, there are about y2 · 22rb · 2−2(n−rf ) = y2 · 2176 quartets as (C1, C2, C3, C4)
remaining. We give the details of the key recovery process for the mf bit subtweakeys involved in Ef as
follows (we restate that we treat Z26 to be the ciphertext):

1. In the second column of the ciphertext pair (C1, C3), the value of Z26[13] is known and the value of
X26[13] can be deduced since there is no subtweaky involved. According to the inverse of the MixColumns
operation, ∆Z25[13] = ∆X26[13]⊕∆X26[1] and ∆Z25[13] = 0. With ∆X26[1] = ∆X26[13], ∆Y26[1] and
as the value as well as the difference at Z26[1] can be obtained from the ciphertext pair, there is one
solution for STK26[1] on average. Similarly, ∆X26[5] = ∆X26[9] ⊕ ∆X26[13] since ∆Z25[5] = 0, and
there is one solution for STK26[5] on average.

2. Partially decrypt the second column of ciphertext pair (C1, C3) for one round to get the values as well
as differences at Z25[1, 9]. Since the input difference of the Sbox at X25[1] can be obtained from the
rectangle distinguisher and the output difference is just ∆Z25[1], there is one solution for STK25[1] on
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Fig. 6: Key-recovery attack against 27-round SKINNY-128-384

average. But the difference ∆Z25[9] can be mapped to the known difference ∆X25[11] with a probability
of 2−8. There are about y2 · 2176 · 2−8 = y2 · 2168 quartets remaining.

3. Partially decrypt the second column of ciphertext pair (C2, C4) to compute the values and differences at
Z25[1, 5, 9, 13]. The probability that ∆Z25[5, 13] = 0 is 2−16, the probability that Z25[1] of (C2, C4) can
be mapped to the known difference ∆X25[1] under the obtained subtweakey is 2−8, and the probability
that Z25[9] of (C2, C4) can be mapped to the known difference ∆X25[11] with no subtweakey involved
is 2−8. Totally, there are about y2 · 2168 · 2−32 = y2 · 2136 quartets remaining.

4. Similarly, for the first column of ciphertext pair (C1, C3), ∆X26[4] = ∆X26[8] ⊕ ∆X26[12] can be
deduced since ∆Z25[4] = 0 and ∆X26[8, 12] can be computed by the ciphertext pair. We can get one
value of STK26[4] on average. Then guess the value of STK26[0] and compute the values as well as
the differences at Z25[0, 4, 8, 12], deduce the value of STK25[0], check whether the known differences
∆X25[10, 13] can be obtained by the values at Z25[8, 12]. There are about y2 · 2136 · 28 · 2−16 = y2 · 2128

combinations of the remaining quartets associated with the guessed keys, i.e. there remains 28 candidate
values of STK26[0], STK25[0] with about 2120 quartets each. Then partially decrypt (C2, C4) with the
obtained subtweakey involved and check whether ∆Z25[4] = 0, ∆X25[0] = 0x80, ∆X25[10] = 0x83,
∆X25[13] = 0x80. There are about y2 · 2128 · 2−32 = y2 · 296 combinations of the quartets associated
with the guessed keys remaining.

5. Utilizing a similar process with step 1 to step 3 to recover STK26[3, 7] and STK25[3], there are about
y2 · 296 · 2−24 = y2 · 272 combinations of the quartets associated with the guessed keys remaining.

6. Since ∆X26[6] = ∆Z26[6] = 0 and ∆X26[2] is unknown, we must guess the values of STK26[2, 6] to
compute the values as well as the differences at Z25[6, 14]. Utilizing the filtration at X25[5, 15] and
Z25[6, 14], there are about y2 · 272 · 216 · 2−24 = y2 · 264 combinations of the quartets associated with
the guessed keys remaining to count for the 96-bit subtweakeys involved in Ef .

7. Output the top 2mf−h counters for the candidates and exhaustively search the other k −mb −mf bit
keys to check whether the guessed key is correct.
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When the expected number of right quartets s = 1, y =
√
s · 2n/2−rb/p̂q̂ = 28, the data complexity

is D = 4M = 4 · y · 2rb = 2122 chosen plaintexts. And 2mb · 3M = 2185.58 table look-ups are needed. In
each guessed mb-bit subtweakey, M2 · 2−2(n−rf ) one-round decryptions are conducted which are equal to
M2 ·2−2(n−rf ) ·1/27 = 2187.25 encryptions, thus the time complexity is 4M+2mb ·M2 ·2−2(n−rf ) ·ε+2k−h ≈
2294 when the size of the master key is k = 384, and the success probability is 84.39% when h = 90. The
memory complexity is 5M + 2mf ≈ 2122.32.

When the expected number of right quartets equals 2, the data complexity is 2122.5 chosen plaintexts,
time complexity is 2294 and the memory complexity is 2122.82. And the success probability is 92.56% when
h = 90.

4.5 Related-tweakey Rectangle Attack on 28-round SKINNY-128-384

Extending one more round backward from the 27-round attack in Subsection 4.4, all the bytes of difference
in the plaintext are active. However, the ART operation can be conducted after the MC operation by
xoring an equivalent subtweakey as it is described in Sec.4.3. Therefore, the 28-round rectangle attack only
needs to guess extra 64-bit subtweakeys compared to the 27-round attack. We have rb = 14c, mb = 16c,
rf = 13c and mf = 12c where c = 8. The key recovery process is identical to that in the 27-round attack
on SKINNY-128-384.

If the expected number of right quartets s = 1, a 28-round related-tweakey rectangle attack on SKINNY-
128-384 can be conducted with a data complexity of 2122 chosen plaintexts, a time complexity of 2315.25 +
2304 ≈ 2315.25 encryptions when h = 80, a memory complexity of 2122.32 and a success probability is
83.15%.

4.6 Related-tweakey Rectangle Attack on 24-round SKINNY-128-384

We construct a 24-round related-tweakey rectangle attack by extending the 23-round distinguisher one
round forward, i.e. we delete the first two rounds and the last one round from the 27-round attack for
SKINNY-128-384 which is illustrated in Figure 6, and we treat the state Z25 to be the ciphertext. Since
there is no round extended from the start of the distinguisher, no involved subtweakey needs to be guessed.
There are four active bytes in the start of the distinguisher, eight active bytes in ∆Z25 and four bytes of
subtweakey involved in the last round. Thus rb = 4c, mb = 0, rf = 8c and mf = 4c where c = 8.

We choose y structures of 232 plaintexts each, and M2 · 2−2(n−rf ) = y2 · 264 · 2−2(128−64) = y2 · 2−64

quartets. The key recovery process can be conducted as follows:

1. Since the difference at X25[0] is known, the difference at Y25[0] and the value at Z25[0] can be obtained
from the ciphertext pair (C1, C3), one solution of STK25[0] can be computed on average. Then by
verifying the obtained keys by the ciphertext pair (C2, C4), about y2 ·2−72 quartets are remaining. Since
no byte of STK25 is involved in the computation of Z25[8, 12], the values of Z25[8, 12] in both(C1, C3)
and (C2, C4) can be computed to the known differences ∆X25[10, 13] with a probability of 2−32, and
about y2 · 2−104 quartets are remaining.

2. Conducting a process similar to that in step 1 to the other three columns of Z25, about y2 · 2−160

quartets are remaining to count for the 32-bit subtweakey.

When the expected number of right quartets s = 4 and advantage h = 20, y =
√
s · 2n/2−rb/p̂q̂ = 289, a

24-round related-tweakey rectangle attack on SKINNY-128-384 can be conducted with a data complexity
of 2123 chosen plaintexts, a time complexity of 2123 + 2114/24 + 2100 ≈ 2123 encryptions, and the success
probability is 97.6%. Since no subtweakey needs to be guessed in the upper part, we don’t need to store
the chosen plaintexts, and the memory complexity is 2121.

5 Application to GIFT-64

The GIFT block cipher, proposed by Banik et al. at CHES 2017 [16], is an improved version of PRESENT
[14]. In the NIST Lightweight Cryptography Standardization process [37], the candidates SUNDAE-GIFT
[5], TGIF [26] and GIFT-COFB [6] are based on the GIFT block cipher. GIFT has two versions, GIFT-64
and GIFT-128, according to the block size, while both versions support the 128-bit key size. At IWSEC
2018, Sasaki [38] introduced a MitM attack on 15-round GIFT-64 with a time complexity 2112. At CT-RSA
2019, Zhu et al. [48] analyzed the 19-round GIFT-64 with a 12-round differential characteristic under the
single-key mode, and give a 22-round differential attack for GIFT-128. At ACISP 2019, Liu and Sasaki [34]
explored the BCT effect on GIFT-64 and GIFT-128 by a SAT-based method, and gave a 23-round key-
recovery attack on GIFT-64. Concurrently, Chen et al. [22] also gave a 23-round key-recovery attack based
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Table 3: 11-round trail for SKINNY-128-384 in [33]. The 23-round distinguisher uses the 11-round trail
for the upper part and in the lower part the 12-round trail which is extended backward for one round

from the 11-round one where 0x7b is used instead. In each round, the rows represent input/output
differences of the Sbox layer and the round tweakey difference.

∆K
0,aa,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,e6,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,cf,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0

R1
0,20,0,0, 10(7b),0,0,0, 0,0,0,10, 0,0,10,0
0,83,0,0, 40,0,0,0, 0,0,0,40, 0,0,40,0
0,83,0,0, 0,0,0,0

R2
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,40,0,0
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,04,0,0
0,0,0,0, 0,0,0,0

R3
04,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
01,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
01,0,0,0, 0,0,0,0

R4
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0

R5
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0

R6
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0

R7
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0

R8
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0

R9
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,0,0, 0,0,0,0, 0,0,0,0
0,0,0,0, 0,0,01,0

R10
0,0,0,0, 0,0,0,0, 0,0,0,01, 0,0,0,0
0,0,0,0, 0,0,0,0, 0,0,0,20, 0,0,0,0
0,0,0,0, 0,0,0,0

R11
0,20,0,0, 0,0,0,0, 0,20,0,0, 0,20,0,0
0,80,0,0, 0,0,0,0, 0,80,0,0, 0,80,0,0
0,0,0,0, 0,83,0,0

on the generalized model of related-key rectangle attack by Liu et al. [33]. In this paper, we use the same
distinguisher given by Chen et al. [22] to launch a new 24-round key-recovery attack based on our new
generalized model of related-key rectangle attack.

5.1 Specification of GIFT

GIFT [16], proposed by Banik et al. in 2017, is an SPN cipher. There are two versions for GIFT according
to the block size i.e. GIFT-64 and GIFT-128. Both versions have a key length of 128-bit and the number
of rounds is 28 and 40 for GIFT-64 and GIFT-128, respectively.

The round function is composed of three subfunctions named SubCells, PermBits and AddRoundKey,
which are defined as follows:

1. SubCells : Apply the 4-bit Sbox to every nibble of the internal state, where the Sbox is defined as Table
4.

2. PermBits : Update the internal state by a linear bit permutation as bP (i) ← bi, ∀i ∈ {0, 1, ...n − 1},
where the P (i)s are expressed as

P64(i) =4b i
16
c+ 16((3b i mod 16

4
c+ (i mod 4)mod 4) + (i mod 4),

P128(i) =4b i
16
c+ 32((3b i mod 16

4
c+ (i mod 4)mod 4) + (i mod 4),

for GIFT-64 and GIFT-128, respectively.
3. AddRoundKey : An n/2-bit round key RK is extracted from the key state and is further partitioned into

2 s-bit words RK = U ||V = us−1...u0||vs−1v0, where s = n/4.
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Table 4: The Sbox of GIFT

x 0 1 2 3 4 5 6 7 8 9 a b c d e f
GS(x) 1 a 4 c 6 f 3 9 2 d b 7 5 0 8 e

Table 5: Differential paths of 19-round GIFT-64 [22], where “*” denotes the probability of the rounds that
are evaluated for the ladder switch.

Round Differentce ∆ki ∆ki+1 Probability
1r 0000 00a0 0000 6000 (4, 0, 0, 0) (0, 1, 0, 0) 2−4

2r 0000 0000 0000 0000 (0, 0, 0, 0) (0, 0, 0, 0) 1
3r 0000 0000 0000 0000 (0, 0, 0, 2) (0, 0, 0, 0) 1
4r 0000 0000 0000 0010 (0, 0, 0, 0) (0, 0, 0, 0) 2−3

5r 0000 0008 0000 0000 (0, 0, 0, 4) (0, 0, 4, 0) 2−2

6r 0000 0000 0000 0000 (0, 0, 0, 0) (0, 0, 0, 0) 1
7r 0000 0000 0000 0000 (0, 0, 2, 0) (0, 0, 0, 0) 1
8r 0000 0000 0010 0000 (0, 0, 0, 0) (0, 0, 0, 0) 2−3

9r 0000 0080 0000 0000 (0, 0, 4, 0) (0, 0, 1, 0) 2−2

10r 0100 0000 0102 0200 (0, 0, 0, 0) (0, 0, 0, 0) 1∗

11r 00a2 0000 8020 0044 (0, 2, 0, 0) (0, 0, 0, 0) 1∗

10r 0000 0e03 0000 0073 (0, 0, 0, 1) (0, 0, 0, 0) 1∗

11r 0000 050c 0a00 0000 (0, 2, 0, 0) (0, 0, 0, 0) 1∗

12r 0a00 0000 0000 0000 (0, 8, 0, 0) (0, 0, 0, 0) 2−2

13r 0000 0000 0000 0000 (0, 0, 0, 0) (0, 0, 0, 0) 1
14r 0000 0000 0000 0000 (0, 0, 1, 0) (0, 0, 0, 0) 1
15r 0000 0000 0001 0000 (2, 0, 0, 0) (0, 0, 0, 0) 2−3

16r 0090 0000 0000 0000 (8, 0, 0, 0) (0, 0, 0, 0) 2−3

17r 0000 0000 0000 0000 (0, 0, 0, 0) (0, 0, 0, 0) 1
18r 0000 0000 0000 0000 (0, 1, 0, 0) (0, 0, 0, 0) 1
19r 0000 0001 0000 0000 (0, 0, 2, 0) (0, 0, 0, 0) 2−3

For GIFT-64, the round key is XORed to the state as

b4i+1 ← b4i+1 ⊕ ui, b4i ← b4i ⊕ vi, ∀i ∈ {0, ..., 15}.

For GIFT-128, the round key is XORed to the state as

b4i+2 ← b4i+2 ⊕ ui, b4i+1 ← b4i+1 ⊕ vi, ∀i ∈ {0, ..., 31}.

For both versions, a single bit ”1” and a 6-bit constant C are XORed into the internal state at positions
n− 1, 23, 19, 15, 11, 7 and 3 respectively.

The key schedule for GIFT is very simple. The 128-bit master key is initialized as K = k7||k6||...||k0,
where |ki| = 32. For GIFT-64, the round key RK is RK = U ||V = k1||k0. For GIFT-128, the round key
RK is RK = U ||V = k5||k4||k1||k0. And for both versions, the key state is updated as follows,

k7||k6||...||k0 ← k1 >>> 2||k0 >>> 12||...||k3||k2,

where ≫ i is an i-bit right rotation within a 16-bit word. For more details of GIFT, we refer to [16].

5.2 Notations and Definitions of GIFT

In this section, the notations are defined as follows:

∆P : the difference in plaintext

∆Xi
S : the difference after SubCells operation in Round i, 0 ≤ i ≤ r − 1

∆Xi
P : the difference after PermBits operation in Round i, 0 ≤ i ≤ r − 1

∆Xi
K : the difference after AddRoundKey operation in Round i, 0 ≤ i ≤ r − 1

”?” : represent an unknown difference

∆Xi
S [j · · · k] : jth byte, · · · , kth byte of ∆Xi

S

5.3 24-Round Attack on GIFT-64

We use the same 19-round related-key rectangle distinguisher of GIFT-64 listed in Table 5 by Chen et
al. [22] to give the first 24-round key-recovery attack on GIFT-64. We append three rounds backward and
two rounds forward to the distinguisher to conduct a 24-round related-key rectangle attack. The propagation
of the differentials is illustrated in Table 6.
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Table 6: Related-key Rectangle Attack of 24-round GIFT-64

∆P ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ???? ????

∆X0
S 0??? ?0?? 1?0? ?1?0 0??? ?0?? ??0? ???0 0??? ?0?? ??0? ???0 0??? ?0?? ??0? ???0

∆X0
P ???? ???? ???? ???? 11?? ???? ???? ???? ???? ???? ???? ???? 0000 0000 0000 0000

∆X0
K ???? ???? ???? ???? 11?? ???? ???? ???? ???? ???? ???? ???? 0000 0000 0000 0000

∆X1
S 000? ?000 0?00 00?0 0100 00?0 000? 1000 0?0? ?0?0 0?0? ?0?0 0000 0000 0000 0000

∆X1
P 0000 11?? ???? 0000 0000 0000 0000 0000 ???? 0000 ???? 0000 0000 0000 0000 0000

∆X1
K 0000 11?? ???? 0000 0000 0000 0000 0000 ???? 0000 ???? 0000 0000 0000 0000 0000

∆X2
S 0000 0100 0010 0000 0000 0000 0000 0000 0010 0000 1000 0000 0000 0000 0000 0000

∆X2
P 0000 0000 0000 0000 0000 0000 1010 0000 0000 0000 0000 0000 0110 0000 0000 0000

∆X2
K 0000 0000 0000 0000 0000 0000 1010 0000 0000 0000 0000 0000 0110 0000 0000 0000

.

.

. Distinguisher of 19-round GIFT-64

∆X21
K 0000 1000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000

∆X22
S 0000 ??11 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000

∆X22
P 0010 0000 0000 0000 0001 0000 0000 0000 ?000 0000 0000 0000 0?00 0000 0000 0000

∆X22
K 0010 0000 0000 0001 0001 0000 0000 0000 ?000 0000 0000 0000 0?00 0000 0000 0000

∆X23
S ???? 0000 0000 ???? ???? 0000 0000 0000 ???? 0000 0000 0000 ???? 0000 0000 0000

∆X23
P ??00 0?00 0?00 0?00 0??0 00?0 00?0 00?0 00?? 000? 000? 000? ?00? ?000 ?000 ?000

∆X23
K ??00 0?00 0?00 0?00 0??0 00?0 00?0 00?0 00?? 000? 000? 000? ?00? ?000 ?000 ?000

Note that, there is no whitening key xored to the plaintext, we collect data in ∆X0
P , which is similar to

the previous works [22, 34, 48]. There are 46 unknown bits in ∆X0
P denoted by ”?” which affect 12 Sboxes

in Round 1 and four Sboxes in Round 2, thus rb = 46 and the number of key bits needed to be guessed in
the upper part is mb = 24. Similarly, we have rf = 20 and mf = 12 for the lower part. Totally, there are

y2 · 22rb · 2−2(n−rf ) = y2 · 24 quartets remaining for each guessed mb-bit key. The key recovery part is very
similar to that in Section 4.4, we give the brief description of it as follows (For generalization, we treat the
”1” in ∆X22

S and ∆X22
K as ”?”):

1. The difference of ∆X23
S [60, 61, 62, 63] can be computed by the cipertext pair (C1, C3) and the difference

of ∆X22
K [60, 62, 63] = 0 is known. Thus we guess the 22 possible values of involved key bits in this

Sbox and partially decrypt cipertext pairs (C1, C3) and (C2, C4) and check whether the difference of
∆X22

K [60, 62, 63] is 0 or not. If yes, we keep the guessed key and the quartet, otherwise discard it. There
are about y2 ·24 ·22 ·2−6 = y2 combinations of the remaining quartets associated with the guessed 2-bit
keys, i.e. there remains about y2 ·2−2 quartets with 22 candidate values of the 2-bit involved keys each.

2. Conducting a similar process to all the active Sboxes in Round 23, there are about y2 ·2−4×4 = y2 ·2−16

combinations of the remaining quartets associated with the guessed keys,.
3. Partially decrypt all the remaining quartets with the obtained key bits in steps 1 and 2. The difference

of ∆X21
K [56, 57, 58, 59] can be obtained from the end of the distinguisher, thus guess the 22 possible

values of the key bits involved in this Sbox. For each guess, only 2−8 of the quartets remain i.e.
y2 · 2−16 · 22 · 2−8 = y2 · 2−22. Utilize the remaining quartets to count the mf = 12 key bits.

When the expected number of right quartets s = 4, we need to choose y =
√
s · 2n/2−rb/p̂q̂ = 212

structures of 246 plaintexts each, and the data complexity is 4M = 260 chosen plaintexts. 2mb ·3M = 291.58

table lookups are needed to prepare quartets. For each guessed mb-bit key, y2 ·24 ·22 one-round encryptions
are conducted which are equal to y2 · 24 · 22/24 ≈ 225.42 encryptions. If we choose the advantage h = 40,
2mb · 225.42 + 2128−48 ≈ 288 encryptions are needed to recover all the key bits, and the success probability
is 97.41%. Thus the time complexity is bounded by the 2mb · 3M = 291.58 table lookups. The memory
complexity is 5M + 2mf ≈ 260.32.

6 Conclusion

In this paper, we give a new model of the generalized related-key rectangle attack. Based on the new model,
we give improved attacks on both, round-reduced SKINNY-128-384 and GIFT-64.

– As one open problem, our model may be also applicable to more SKINNY-based or GIFT-based au-
thenticated encryption candidates of the ongoing NIST Lightweight Cryptography project, such as
SUNDAE-GIFT [5], TGIF [26], GIFT-COFB [6], Remus [27] and Romulus [28].

– Another open problem is to apply our model to evaluate the security of other block ciphers with linear
key schedules, such as Saturnin [19], Simon [18].

– For LOTUS-AEAD and LOCUS-AEAD [50], a Round 2 candidate of the NIST LWC, the designers state
that “the keys are computed by a predictable way in the mode and used with a fixed tweak. This implies
that related-key security of TweGIFT-64 matters in the related-key security of the entire construction.”.
Hence, it is relevant to study GIFT-64 against related-key attack. The attacks in our paper do not
cover the concrete impact on LOTUS-AEAD and LOCUS-AEAD. We would like to leave it as an open
problem.
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Secure Lightweight Parallel AE Modes. IACR Trans. Symmetric Cryptol. 2019(4):81–118, 2019.


