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Abstract. The key step of the cube attack is to recover the special poly-
nomial, the superpoly, of the target cipher. In particular, the balanced
superpoly, in which there exists at least one secret variable as a single
monomial and none of the other monomials contain this variable, can
be exploited to reveal one-bit information about the key bits. However,
as the number of rounds grows, it becomes increasingly difficult to find
such balanced superpolies. Consequently, traditional methods of search-
ing for balanced superpolies soon hit a bottleneck. Aiming at performing
a cube attack on more rounds of Trivium with a practical complexity,
in this paper, we present three techniques to obtain sufficient balanced
polynomials.

1. Based on the structure of Trivium, we propose a variable substitution
technique to simplify the superpoly.

2. Obtaining the additional balanced polynomial by combining two su-
perpolies to cancel the two-degree terms.

3. We propose an experimental approach to construct high-quality large
cubes which may contain more subcubes with balanced superpolies
and a heuristic search strategy for their subcubes whose superpolies
are balanced.

To illustrate the power of our techniques, we search for balanced poly-
nomials for 810- and 825-round Trivium. As a result, we can mount cube
attacks against 810- and 825-round Trivium with the time complexity
of 244.17 and 253.17 round-reduced Trivium initializations, respectively,
which can be verified in 48 minutes and 18 days on a PC with one A100
GPU. For the same level of time complexity, this improves the previous
best results by 2 and 5 rounds, respectively.

Keywords: Trivium · cube attack · key-recovery attack · division prop-
erty.
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1 Introduction

The cube attack, proposed by Dinur and Shamir at EUROCRYPT 2009 [8], is
one of the most powerful cryptanalysis techniques for symmetric ciphers. It has
been successfully used to attack various stream ciphers such as Kreyvium, Acorn
and Trivium [6,27,5,24,19,3].

Trivium was designed by Cannière and Preneel, as a bit-oriented synchronous
stream cipher which was selected as one of the eSTREAM hardware-oriented
finalists, and the international standard under ISO/IEC 29192-3:2012 [5]. Triv-
ium has attracted extensive attention because of its simple structure and high
level of security. Since the cube attack was proposed, it has become one of the
most effective cryptanalytic techniques to analyze the reduced-round variants
of Trivium. Currently, the best cube attacks on Trivium are those enhanced by
divsion-properties [24], which have reached 848 rounds [12] but with an imprac-
tical complexity that is very close to the exhaustive search.

At the same time, the cube attacks on reduced-round Trivium with practi-
cal complexities also attract much attention, for the practical attacks have the
potential to reveal more internal structural properties of Trivium and inspire
new techniques for cube attacks. In [8], the authors proposed the random walk
method to attack 767-round Trivium with about 245 initializations. Next, Fouque
et al. found many cubes with linear superpolies by improving the time complex-
ity of computing cubes, then the 784-round of Trivium could be attacked with
about 239 initializations [9]. Later, in [31], Ye et al. proposed an effective method
to construct cubes for linear superpolies and they gave a practical attack against
805-round Trivium with about 241.4 initializations. At FSE 2021, Sun proposed a
new heuristic method to reject cubes without independent secret variables and
they could perform practical attacks against 806- and 808-round Trivium with
time complexity of 239.88 and 244.58 initializations, respectively [22]. Recently,
Cheng et al. gave attacks on 815- and 820-round Trivium with 247.32 and 253.17

initializations, respectively [7]. These results are summarized in Table 1.

1.1 Our Contributions

This paper focuses on practical key-recovery attacks against reduced-round Triv-
ium. In order to attack a higher number of rounds, we propose the following
methods.

Simplify Superpolies by Variable Substitutions. At the cost of adding
one extra variable, the variable substitution can greatly simplify the superpoly,
so that some unbalanced superpolies can be transformed into balanced ones.
Thanks to this technique, more simple and balanced superpolies are utilized,
from which more information about secret variables can be extracted.

More Balanced Polynomials by Canceling the Quadratic Terms. Bal-
anced superpolies are important for practical attacks on round-reduced Trivium.
However, for Trivium with a higher number of rounds, it is hard to find cubes
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with balanced superpolies. We propose a method to obtain one additional bal-
anced polynomial by canceling the quadratic terms in two superpolies. The new
balanced polynomial is the sum of these two superpolies.

A Modified Algorithm to Construct a Better Mother Cube. Finding a
large cube that contains many subcubes with balanced superpolies is important
for the practical attack on round-reduced Trivium. In the following paper, this
large cube is called a mother cube. By examining the relationship between the
superpoly of a mother cube and the superpolies of its subcubes, we can more
accurately judge whether a mother cube is suitable for a practical attack.

A Heuristic Strategy for Searching for Balanced Subcubes. It often
takes a long time to recover the superpoly of a cube for high rounds of Trivium.
Moreover, a high-dimensional mother cube has a large number of subcubes. To
reduce the search space, we propose two strategies for dividing the search space
by examining the relationship between the superpoly of a cube and the super-
polies of its subcubes, which allows us to obtain sufficient balanced superpolies
for a practical key-recovery attack with the reduced search space.

As an application, we apply our methods to 810-round Trivium and 825-round
Trivium. The complexities of the cube attacks on 810 and 825 rounds of Trivium
are respectively 244.58 and 253.09 round-reduced Trivium initializations. We list
our attacks as well as the previous practical/theoretical cube attacks on Trivium
for a better comparison in Table 1. We also implemented these two attacks on a
PC with an A100 GPU. The experimental results showed that the whole keys can
be recovered within 48 minutes and 18 days for 810 and 825 rounds of Trivium,
respectively.

All source codes for our algorithms in this paper are provided at the git
repository https://github.com/lhoop/ObtainMoreBS.

1.2 Outline

In Section 2, some related concepts and definitions are introduced. An overview
of previous works on round-reduced practical attacks on Trivium is given in Ap-
pendix C. In Section 3, we propose three techniques to obtain a lot of balanced
polynomials for round-reduced Trivium and a heuristic search strategy that re-
duces the cube search space of round-reduced Trivium. In Section 4, we mount
cube attacks against 810- and 825-round Trivium by our techniques. Finally, we
draw our conclusions in Section 5.

2 Preliminaries

2.1 Notation

We use bold italic lowercase letters to represent bit vectors, such as x = (𝑥0, 𝑥1,
. . . , 𝑥𝑛−1) where 𝑥𝑖 is the 𝑖-th element of x. For any 𝑛-bit vectors u and v, we

https://github.com/lhoop/ObtainMoreBS


4 H.Lei et al.

Table 1. A summary of cube attacks on Trivium

Type # of rounds Cube size # of key bits Total time Ref.

Practical

672 12 63 218.56 [8]
709 22-23 79 229.14 [18]
767 28-31 35 245.00 [8]
784 30-33 42 239.00 [9]
805 32-38 42 241.40 [31]
806 33-37 45 239.88 [22]
808 39-41 37 244.58 [22]
810 40-42 39 244.17 Section 4.1
815 44-46 35 247.32 [7]
820 48-51 30 253.17 [7]
825 49-52 31 253.09 Section 4.2

Theoretical

799 32-37 18 262.00 [9]
802 34-37 8 272.00 [29]
805 28 7 273.00 [17]
806 34-37 16 264.00 [31]
835 35 5 275.00 [17]
832 72 1 279.01 [26]
832 72 > 1 < 279.01 [30]
840 78 1 279.58 [10]
840 75 3 277.32 [15]
841 78 1 279.58 [10]
841 76 2 278.58 [15]
842 78 1 279.58 [11]
842 76 2 278.58 [15]
843 54-57,76 5 276.58 [14]
843 78 1 279.58 [22]
844 54-55 2 278.00 [14]
845 54-55 2 278.00 [14]
846 51-54 1 279.00 [12]
847 52-53 1 279.00 [12]
848 51-54 1 279.00 [12]

define u ⪰ v if 𝑢𝑖 ≥ 𝑣𝑖 for all 0 ≤ 𝑖 < 𝑛. Similarly, we define u ⪯ v if 𝑢𝑖 ≤ 𝑣𝑖
for all 0 ≤ 𝑖 < 𝑛. Blackboard bold uppercase letters (e.g. X,K,L, . . . ) are used
to represent sets of bit vectors. And we use the composition operator (◦) to
compose two functions. For example, 𝑔 ◦ 𝑓 (𝑥) = 𝑔( 𝑓 (𝑥)).

2.2 Boolean Functions and Algebraic Degree

Boolean Function. Let 𝑓 : F𝑛2 → F2 be a Boolean function whose algebraic
normal form (ANF) is

𝑓 (x) = 𝑓 (𝑥0, 𝑥1, . . . , 𝑥𝑛−1) =
⊕
u∈F𝑛2

𝑎u

𝑛−1∏
𝑖=0

𝑥
𝑢𝑖
𝑖
,
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where 𝑎u ∈ F2, and

xu = 𝜋u (x) =
𝑛−1∏
𝑖=0

𝑥
𝑢𝑖
𝑖

with 𝑥
𝑢𝑖
𝑖

=

{
𝑥𝑖 , if 𝑢𝑖 = 1,
1, if 𝑢𝑖 = 0,

is called a monomial. We use the notation xu → 𝑓 to indicate that the co-
efficient 𝑎u of xu in 𝑓 is 1, i.e., xu appears in 𝑓 . Otherwise, xu ↛ 𝑓 . In this
work, we will use xu and 𝜋u (x) interchangeably to avoid the awkward notation

x(𝑖)
u( 𝑗)

when both x and u have superscripts.
One important feature of a Boolean function is its algebraic degree which is

denoted by deg( 𝑓 ) and defined as

deg( 𝑓 ) = max {𝑤𝑡 (u) | 𝑎u ≠ 0} ,

where 𝑤𝑡 (u) is the Hamming weight of u, i.e., 𝑤𝑡 (u) = ∑𝑛−1
𝑖=0 𝑢𝑖.

Vectorial Boolean Function. Let 𝑓 : F𝑛2 → F𝑚2 be a vectorial Boolean function
with y = (𝑦0, 𝑦1, . . . , 𝑦𝑚−1) = f (x) = ( 𝑓0 (x), 𝑓1 (x), . . . , 𝑓𝑚−1 (x)). For v ∈ F𝑚2 , we
use yv to denote the product of some coordinates of y:

yv =

𝑚−1∏
𝑖=0

𝑦
𝑣𝑖
𝑖
=

𝑚−1∏
𝑖=0

( 𝑓𝑖 (x))𝑣𝑖 ,

which is a Boolean function in x.

2.3 Pseudo-code of Trivium

Trivium is a bit oriented synchronous stream cipher, the main building block of
Trivium is a 288-bit nonlinear feedback shift register which is divided into three
small registers. For initialization, the 80 bit secret variables k = (𝑘0, 𝑘1, . . . , 𝑘79)
is loaded into the first register, and the 80-bit IV (i.e., public variables) v =

(𝑣0, 𝑣1, . . . , 𝑣79) is loaded into the second register. For the third register, all state
bits are set to 0 except the last three bits. After 1152 state updates, Trivium
starts to output keystream bits. The pseudo-code of Trivium is described in
Algorithm 1.

2.4 Cube Attack

The cube attack was first proposed by Dinur and Shamir in EUROCRYPT
2009 [8]. It is a powerful cryptanalytic technique against stream ciphers. For
a cipher with 𝑛 public variables and 𝑚 secret variables, each output bit of the
cipher can be represented as a polynomial in these secret and public variables.
Let 𝑧 be an output bit, x = (𝑥0, 𝑥1, ..., 𝑥𝑛−1) as the public variables and k =

(𝑘0, 𝑘1, ..., 𝑘𝑚−1) as the secret variables. 𝑧 can be expressed as

𝑧 = 𝑓 (k,x).
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Algorithm 1: Pseudo-code of Trivium

1 𝑠0, 𝑠1, ..., 𝑠92 ← (𝑘0, ..., 𝑘79, 0, ..., 0)
2 𝑠93, 𝑠94, ..., 𝑠176 ← (𝑣0, ..., 𝑣79, 0, ..., 0)
3 𝑠177, 𝑠178, ..., 𝑠287 ← (0, ..., 0, 1, 1, 1)
4 for i from 1 to N (Number of initialization rounds) do
5 𝑡𝑎 ← 𝑠65 ⊕ 𝑠92 ⊕ 𝑠90𝑠91 ⊕ 𝑠170
6 𝑡𝑏 ← 𝑠161 ⊕ 𝑠176 ⊕ 𝑠174𝑠175 ⊕ 𝑠263
7 𝑡𝑐 ← 𝑠242 ⊕ 𝑠287 ⊕ 𝑠285𝑠286 ⊕ 𝑠68
8 if 𝑖 > 1152 then
9 𝑧𝑖−1152 ← 𝑠65 ⊕ 𝑠92 ⊕ 𝑠161 ⊕ 𝑠176 ⊕ 𝑠242 ⊕ 𝑠287

10 end
11 𝑠0, 𝑠1, ..., 𝑠92 ← (𝑡𝑏, 𝑠0, 𝑠1, ..., 𝑠91)
12 𝑠93, 𝑠94, ..., 𝑠176 ← (𝑡𝑎, 𝑠93, 𝑠94, ..., 𝑠175)
13 𝑠177, 𝑠178, ..., 𝑠287 ← (𝑡𝑐, 𝑠177, 𝑠178, ..., 𝑠286)
14 end

Let 𝐼 =
{
𝑥𝑐1 , 𝑥𝑐2 , . . . , 𝑥𝑐𝑑

}
⊂ {𝑥0, 𝑥1, . . . , 𝑥𝑛−1} be a subset of public variables,

assume xu =
∏

𝑥∈𝐼 𝑥 is its corresponding term. Then, 𝑓 (x,k) can be uniquely
expressed as

𝑓 (x,k) = 𝑝(x,k) · xu + 𝑞(x,k),
where 𝑞(x,k) misses at least one variable in 𝐼. A cube determined by 𝐼 is denoted
as 𝐶𝐼 and contains all 2𝑑 possible combinations of the values of variables in 𝐼. 𝐶𝐼

is a 𝑑-dimensional cube because the size of 𝐼 is 𝑑. xu is called a cube term. The
public variables in 𝐼 are called cube variables and the remaining public variables
are called non-cube variables. 𝑝(x,k) is called the superpoly of 𝐶𝐼 which can
be computed by ⊕

x∈𝐶𝐼

𝑓 (x,k) = 𝑝(x,k).

Therefore, we can get the value of the superpoly 𝑝(x,k) by 2 |𝐼 | calls to the
initialization oracle.
For a superpoly 𝑃, if a variable 𝑘𝑖 that appears only in a one-degree monomial,
we say 𝑃 is a balanced superpoly for the balanced variable 𝑘𝑖. Moreover,
if all variables in 𝑃 are balanced variables, we say 𝑃 is a linear superpoly.
For example, 𝑃1 = 𝑘1 ⊕ 𝑘2 ⊕ 𝑘3𝑘4 is a balanced superpoly for balanced variables
𝑘1 and 𝑘2, 𝑃2 = 𝑘1 ⊕ 𝑘2 is a linear superpoly. We say a cube is balanced if
its superpoly is balanced for some balanced variables. For a balanced superpoly
whose value is known, we can deduce its one balanced variable by enumerating
the values of other variables.

2.5 The Bit-Based Division Property and Monomial Prediction

The division property is a generalization of integral property, which was proposed
by Todo in [23,25]. The conventional bit-based division property can be used to
evaluate the algebraic degree of a cube and the three-subset division property
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without unknown subset can be used to recover superpoly. The definitions of the
conventional bit-based division property and three-subset division property are
provided in Appendix A.

The monomial prediction, proposed by Hu et al. in [15], is another language
of division property from a pure algebraic perspective. By counting the so-called
monomial trails, the monomial prediction can determine if a monomial of IV
appears in the polynomial of the output of the cipher.

Let f : F𝑛0

2 → F
𝑛𝑟
2 be a composite vectorial Boolean function of a sequence

of 𝑟 smaller function f (𝑖) : F𝑛𝑖2 → F
𝑛𝑖+1
2 , 0 ≤ 𝑖 ≤ 𝑟 − 1 as

f = f (𝑟−1) ◦ f (𝑟−2) ◦ · · · ◦ f (0) .
Let x(𝑖) ∈ F𝑛𝑖2 and x(𝑖+1) ∈ F𝑛𝑖+12 be the input and output variables of f (𝑖) ,

respectively. Suppose 𝜋u(0) (x(0) ) is a monomial of 𝑥 (0) , it is easy to find all mono-
mials of 𝑥 (1) satisfying 𝜋u(0) (x(0) ) → 𝜋u(1) (x(1) ). For every such 𝜋u(1) (x(1) ), we
then find all the 𝜋u(2) (x(2) ) satisfying 𝜋u(1) (x(1) ) → 𝜋u(2) (x(2) ). Finally, if we
are interested in whether 𝜋u(0) (x(0) ) → 𝜋u(𝑟 ) (x(𝑟 ) ), we collect some transitions
from 𝜋u(0) (x(0) ) to 𝜋u(𝑟 ) (x(𝑟 ) ) as

𝜋u(0) (x(0) ) → 𝜋u(1) (x(1) ) → · · · → 𝜋u(𝑟 ) (x(𝑟 ) ).

Every such transition is called a monomial trail from 𝜋u(0) (x(0) ) → 𝜋u(𝑟 ) (x(𝑟 ) ),
denoted by 𝜋u(0) (x(0) ) ⇝ 𝜋u(𝑟 ) (x(𝑟 ) ). All the trails from 𝜋u(0) (x(0) ) to 𝜋u(𝑟 ) (x(𝑟 ) )
are denoted by 𝜋u(0) (x(0) ) Z 𝜋u(𝑟 ) (x(𝑟 ) ), which is the set of all trails. Then
whether 𝜋u(0) (x(0) ) → 𝜋u(𝑟 ) (x(𝑟 ) ) is determined by the size of 𝜋u(0) (x(0) ) Z
𝜋u(𝑟 ) (x(𝑟 ) ), represented as |𝜋u(0) (x(0) ) Z 𝜋u(𝑟 ) (x(𝑟 ) ) |. If there is no trail from
𝜋u(0) (x(0) ) to 𝜋u(𝑟 ) (x(𝑟 ) ), we say 𝜋u(0) (x(0) ) ⇝̸ 𝜋u(𝑟 ) (x(𝑟 ) ) and accordingly
|𝜋u(0) (x(0) ) Z 𝜋u(𝑟 ) (x(𝑟 ) ) | = 0.

Theorem 1 (Integrated from [10,13,15,11]). Let f = f (𝑟−1) ◦ f (𝑟−2) ◦ · · · ◦
f (0) defined as above. 𝜋u(0) (x(0) ) → 𝜋u(𝑟 ) (x(𝑟 ) ) if and only if

|𝜋u(0) (x(0) ) Z 𝜋u(𝑟 ) (x(𝑟 ) ) | ≡ 1 (mod2).

Propagation Rules of the Monomial Prediction. Any component of a
symmetric cipher can be regarded as a vectorial Boolean function. To model
the propagation of the monomial prediction for a vectorial Boolean function, a
common method is to list all the possible (input, output) tuples according to
the definition of the monomial prediction [15]. These tuples can be transformed
into a set of linear inequalities and thus modeled with MILP [21,20,4]. Since any
symmetric cipher can be decomposed into a sequence of the basic operations
XOR, AND and COPY. We provide their concrete propagation rules for these
basic functions and MILP models in Appendix B.

3 Obtain More Balanced Polynomials

To mount a practical key-recovery attack on high rounds of Trivium, we need a lot
of small cubes whose superpolies are simple and balanced. However, small cubes
for high rounds of Trivium tend to have complex and unbalanced superpolies.
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In order to obtain more simple and balanced polynomials, we propose a
method based on the variable substitution technique to simplify the superpolies
and a method to obtain more balanced polynomials by canceling some quadratic
terms between superpolies. We introduce these two methods in Sections 3.1
and 3.2, respectively. Additionally, according to an observation, we modify the
algorithm in [31, Section 3.1] to obtain a mother cube containing more subcubes
whose superpolies are balanced and provide a heuristic search strategy to make
a trade-off between the search space and the search quality. They are introduced
in Section 3.3.

3.1 Variable Substitutions

The Principle of Variable Substitutions. Notice that after the state of
Trivium was updated 24 times, the last 11 bits of the secret variables will only
exist in the state in a specific form.

(𝑠0, 𝑠1, . . . , 𝑠92) ← (𝑘0, 𝑘1, . . . , 𝑘79, 0, . . . , 0);

(𝑠93, 𝑠94, . . . , 𝑠176) ← (𝑣0, 𝑣1, . . . , 𝑣79, 0, . . . , 0);

(𝑠177, 𝑠178, . . . , 𝑠287) ← (0, . . . , 0, 1, 1, 1).

After 24 rounds of updates,

(𝑠′0, 𝑠′1, . . . , 𝑠′92) ← (𝑡𝑏23, 𝑡𝑏22, . . . , 𝑡𝑏0, 𝑘0, . . . , 𝑘68);

(𝑠′93, 𝑠′94, . . . , 𝑠′176) ← (𝑡𝑎23, 𝑡𝑎22, . . . , 𝑡𝑎0, 𝑣0, . . . , 𝑣59);

(𝑠′177, 𝑠′178, . . . , 𝑠′287) ← (𝑡𝑐23, 𝑡𝑐22, . . . , 𝑡𝑐0, 0, . . . , 0),

where 𝑡𝑎𝑖 , 𝑡𝑏𝑖 , 𝑡𝑐𝑖 are three bits updated by the round function of the 𝑖-th round
of Trivium.
From the expressions of 𝑠′0, 𝑠

′
1, ..., 𝑠

′
287, we find that 𝑘69, 𝑘70, . . . , 𝑘79 are only

involved in 𝑠′94, 𝑠
′
95, .., 𝑠

′
105.

𝑠′94 = 𝑡𝑎23 = 𝑘42 ⊕ 𝑘69 ⊕ 𝑘68𝑘67 ⊕ 𝑣54,

𝑠′95 = 𝑡𝑎22 = 𝑘43 ⊕ 𝑘70 ⊕ 𝑘69𝑘68 ⊕ 𝑣55,

...

𝑠′105 = 𝑡𝑎12 = 𝑘53 ⊕ 0 ⊕ 𝑘79𝑘78 ⊕ 𝑣65.

We use new variables 𝑝69, . . . , 𝑝80 to replace these polynomials of secret vari-
ables.

𝑝69 = 𝑘42 ⊕ 𝑘69 ⊕ 𝑘68𝑘67,

𝑝70 = 𝑘43 ⊕ 𝑘70 ⊕ 𝑘69𝑘68,

...
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𝑝80 = 𝑘53 ⊕ 0 ⊕ 𝑘79𝑘78.

For the sake of clarity, we also use 𝑝0, . . . , 𝑝68 to replace the other secret variables
(𝑝0 = 𝑘0, 𝑝1 = 𝑘1, . . . , 𝑝68 = 𝑘68).

Then all state bits of round 24 are only related to the 81 new secret vari-
ables p = (𝑝0, 𝑝1, . . . , 𝑝80) and the 80 public variables v = (𝑣0, 𝑣1, . . . , 𝑣79).
(𝑠′0, . . . , 𝑠′287) can be written as the output of a vectorial Boolean function of p
and v, namely,

y = (𝑠′0, . . . , 𝑠′287) = g(v,p) = (𝑔0 (v,p), 𝑔1 (v,p), . . . , 𝑔287(v,p)).

And the output bit after 𝑟 rounds (𝑟 > 24) can be expressed as follows,

𝑧𝑟 = ℎ(s′) ◦ g(v,p),

where ℎ(s′) is a Boolean function from (𝑠′0, . . . , 𝑠′287) to 𝑧𝑟 .

This implies that we can represent the superpoly as a polynomial of only p.
Since polynomials of degree 2 in k (e.g., 𝑘42 + 𝑘69 + 𝑘68𝑘67) are now replaced by
single variables (e.g., 𝑝69), the p-representation of the superpoly is likely to have
a lower algebraic degree and thus, is simpler.

Therefore, after representing superpolies as polynomials of p, more simple
and balanced superpolies may be obtained. We show this in Example 1.

Example 1. Let 𝐴 = 𝑘42 ⊕ 𝑘69 ⊕ 𝑘68𝑘67 and 𝐵 = 𝑘45 ⊕ 𝑘1 (𝑘45 ⊕ 𝑘72 ⊕ 𝑘71𝑘70)
be a balanced superpoly and an unbalanced superpoly of k, respectively. After
variable substitutions, we have 𝐴 = 𝑝69, 𝐵 = 𝑝45⊕ 𝑝1𝑝72, which means 𝐴 becomes
a linear superpoly of p and 𝐵 becomes a balanced superpoly of p.

To illustrate the power of this technique, we search for balanced superpolies
among the same set of cubes for 825-round Trivium before and after variable
substitutions, respectively. We evaluate the simplicity of each superpoly by the
number of variables it contains and record the number of occurrences of balanced
superpolies at different levels of simplicity. See Table 2 for details.

Table 2. Distribution of balanced superpolies (B.S.) involving different numbers of
variables.

# variables involved #B.S. of k #B.S. of p

≤ 5 34 42

≤ 10 42 67

≤ 20 90 122

≤ 40 187 235

≤ 60 275 318

≤ 80 322 354

Substituting Variables Back. The variable substitution technique simplifies
superpolies at the cost of adding one extra variable, i.e., 𝑝80. Notice that the
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values of 𝑘0, . . . , 𝑘79 can be derived from the values of 𝑝0, . . . , 𝑝79 as follows,

𝑝0, . . . , 𝑝68 ⇒𝑘0, . . . , 𝑘68,

𝑝69, 𝑘42, 𝑘67,𝑘68 ⇒ 𝑘69,

𝑝70, 𝑘43, 𝑘68,𝑘69 ⇒ 𝑘70,

...

𝑝79, 𝑘52, 𝑘78,𝑘77 ⇒ 𝑘79.

Therefore, 𝑝80 is actually redundant and can be expressed as a polynomial of
𝑝0, . . . , 𝑝79. In other words, 𝑓 : (𝑘0, . . . , 𝑘79) → (𝑝0, . . . , 𝑝79) is actually a bijec-
tive function.

In this paper, we always consider the superpolies represented as polynomials
of p. Once the values of all 81 new secret variables (i.e., 𝑝0, . . . , 𝑝80) are obtained,
we first derive the values of 𝑘0, . . . , 𝑘79 from 𝑝0, . . . , 𝑝79, then check whether the
value of 𝑝80 is correct. The concrete process of substituting p back to obtain k
is shown in Algorithm 2.

Algorithm 2: Recovering k from p

Input: (𝑝0, 𝑝1, . . . , 𝑝80)
Output: (𝑘0, 𝑘1 . . . , 𝑘79) or 𝑓 𝑎𝑙𝑠𝑒

1 for i from 0 to 68 do
2 𝑘𝑖 ← 𝑝𝑖 ;

3 for i from 69 to 79 do
4 𝑘𝑖 ← 𝑝𝑖 ⊕ 𝑘𝑖−27 ⊕ 𝑘𝑖−1𝑘𝑖−2 ;

5 𝑐ℎ𝑒𝑐𝑘 ← 𝑘53 ⊕ 𝑘78𝑘79 ;
6 if 𝑝80 == 𝑐ℎ𝑒𝑐𝑘 then
7 return (𝑘0, 𝑘1 . . . , 𝑘79)
8 else
9 return false

3.2 More Balanced Polynomials by Canceling Quadratic Terms

After constructing a mother cube, we can obtain a large number of subcubes, but
only a very small fraction of subcubes have balanced superpolies. More balanced
polynomials are required when we perform the practical attack on high rounds of
Trivium. In order to obtain more balanced polynomials, we provide an algorithm
to obtain additional balanced polynomials by canceling the common quadratic
terms between superpolies. First, we define two types of superpolies.

Definition 1 (Type-I Superpoly). If there exists a single monomial 𝑝𝑖 and
a quadratic monomial 𝑝𝑖 𝑝 𝑗 , and none of the other monomials contain 𝑝𝑖, then
we call this superpoly a type-I superpoly of a variable 𝑝𝑖.
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Definition 2 (Type-II Superpoly). If there exists a variable 𝑝𝑖 that appears
in a quadratic monomial 𝑝𝑖 𝑝 𝑗 , and none of the other monomials contain this
variable, then we call this superpoly a type-II superpoly of a variable 𝑝𝑖.

For example, a superpoly 𝐴 = 𝑝73 ⊕ 𝑝73𝑝25 is a type-I superpoly of a variable
𝑝73 and a superpoly 𝐵 = 𝑝73𝑝25 is a type-II superpoly of variables 𝑝73 and 𝑝25.

Combining Rule. For a specific variable 𝑝𝑖, if we can find both a type-I super-
poly of 𝑝𝑖 and a type-II superpoly of 𝑝𝑖 and the quadratic monomials containing
𝑝𝑖 in these two superpolies are the same, then we can get a balanced polynomial
by adding these two superpolies. For example, we can obtain a balanced poly-
nomial 𝐶 with 𝑝73 being a balanced variable by adding the type-I superpoly 𝐴

and the type-II superpoly 𝐵,

𝐶 = 𝐴 ⊕ 𝐵 = 𝑝73 ⊕ 𝑝73𝑝25 ⊕ 𝑝73𝑝25 = 𝑝73.

In the superpolies recovery process, we use SageMath [2] to determine whether
a superpoly is a type-I superpoly or a type-II superpoly.

For 825-round Trivium, we find 540 cubes with type-I superpolies or type-II
superpolies. By the combining rule, we obtained 782 additional balanced poly-
nomials. This increases our number of balanced polynomials from 451 to 1323.

3.3 Relationship Between a Cube and its Subcubes

In our practical cube attacks on Trivium, we focus on balanced superpolies rather
than superpolies of low degrees.

For example, consider two superpolies 𝐴 and 𝐵.

𝐴 : 𝑝1𝑝2 ⊕ 𝑝2𝑝3 = 𝑐1,

𝐵 : 𝑝1 ⊕ 𝑝3𝑝10𝑝4𝑝6 = 𝑐2.

The degrees of 𝐴 and 𝐵 are 2 and 4, respectively. We prefer 𝐵 to 𝐴 because 𝐵 is
balanced so that we can use it to deduce 𝑝1 by enumerating 𝑝3, 𝑝10, 𝑝4, 𝑝6.

Inspiration. In the search process, we obtain a set of cubes whose superpolies
are estimated to have low degrees based on the division property, but the super-
polies of these cubes are almost all unbalanced. While for another set of cubes,
we find that a lot of their superpolies are balanced, although their superpolies
are estimated to have high degrees. This inspires us to investigate how to lo-
cate the balanced superpolies more accurately. With experiments, we have the
following observation.

Observation 1 For a given 𝑥-dimensional cube 𝐼, if its superpoly is balanced,
then the superpolies of its (𝑥−1)-dimensional subcubes have a greater probability
of being balanced.

We present some data in Appendix D to support this observation. Based on this
observation, we propose a method for constructing a better mother cube that
may contain more subcubes with balanced superpolies and a heuristic search
method to reduce the search space.
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A Modified Algorithm to Construct a Mother Cube for Balanced Su-
perpolies. We modify the algorithm for constructing the mother cube in [31,
Section 3.1] to obtain a better mother cube that may have more subcubes with
balanced superpolies.

First, at the stage of determining the starting cube, Ye et al. predicted a

preference bit 𝑠 (𝑟 )
𝜆

for 𝑟-round Trivium. 𝑠 (𝑟 )
𝜆

can be written as

𝑠
(𝑟 )
𝜆

= 𝑠
(𝑟−𝜆)
𝑖𝜆1

· 𝑠 (𝑟−𝜆)
𝑖𝜆2

⊕ 𝑠
(𝑟−𝜆)
𝑖𝜆3

⊕ 𝑠
(𝑟−𝜆)
𝑖𝜆4

⊕ 𝑠
(𝑟−𝜆)
𝑖𝜆5

,

it have five state bits from (𝑟 − 𝜆)-round Trivium. Next, 𝑠 (𝑟−𝜆)
𝑖𝜆1

and 𝑠
(𝑟−𝜆)
𝑖𝜆2

are

the dominant parts in determining whether 𝑠
(𝑟 )
𝜆

contributes to linear terms in
the superpoly. Therefore, the starting cube should have a linear superpoly in

𝑠
(𝑟−𝜆)
𝑖𝜆1

or 𝑠
(𝑟−𝜆)
𝑖𝜆2

. We are less strict about the starting cube because we focus on

balanced superpolies, so our starting cube only need to have a simple balanced

superpoly in 𝑠
(𝑟−𝜆)
𝑖𝜆1

or 𝑠
(𝑟−𝜆)
𝑖𝜆2

.

Second, at the stage of extending the starting cube, we will obtain a lot of
candidate mother cubes after the expansion. The criteria for selection from can-
didate mother cubes by Tian et al. is choosing the mother cube which has the
most subcubes of degree less than 5 [7]. However, it may not be accurate enough
to judge whether superpoly is more likely to be balanced by its degree. We pro-
pose a more accurate way to determine the best mother cube from the candidate
mother cubes, i.e., the 𝑥-dimensional candidate mother cube that contains the
most (𝑥 − 1)-dimensional subcubes with simple balanced superpolies is selected.

If an 𝑥-dimensional mother cube contains most (𝑥 − 1)-dimensional subcubes
with simple balanced superpolies. Then by Observation 1, the superpolies of
their (𝑥 − 2)-dimensional subcubes have a greater probability of being balanced
and so do the superpolies of for (𝑥 − 3)- and (𝑥 − 4)-dimensional subcubes.

As an example, for 825-round Trivium, we select

𝐼2 = {𝑝3, 𝑝4, 𝑝5, 𝑝8, 𝑝9, 𝑝10, 𝑝16, 𝑝17, 𝑝20, 𝑝22, 𝑝25, 𝑝26, 𝑝28, 𝑝29, 𝑝32, 𝑝34, 𝑝37,
𝑝39, 𝑝40, 𝑝43, 𝑝44, 𝑝45, 𝑝46, 𝑝47, 𝑝48, 𝑝49, 𝑝51, 𝑝52, 𝑝53, 𝑝54, 𝑝55, 𝑝56, 𝑝57, 𝑝58,

𝑝59, 𝑝60, 𝑝61, 𝑝62, 𝑝64, 𝑝66, 𝑝67, 𝑝69, 𝑝70, 𝑝71, 𝑝72, 𝑝74, 𝑝76, 𝑝78, 𝑝79, 𝑝80}

as our mother cube. The size of 𝐼2 is 53 and it has 7 52-dimensional subcubes with
simple balanced superpolies. Among the subcubes of these 7 52-dimensional sub-
cubes, there are 44 51-dimensional subcubes with balanced superpolies. Further
more, 87 50-dimensional subcubes with balanced superpolies can be discovered
from these 44 51-dimensional subcubes.

A Heuristic Search Strategy for Searching Balanced Cubes. At ASI-
ACRYPT 2022 [12], He et al. proposed an efficient method based on the core
monomial prediction to recover the superpolies for up to 848 rounds of Trivium.
We utilize this method as a tool to search for balanced subcubes (i.e., subcubes
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with balanced superpolies) among the subcubes of a mother cube by directly
recovering the superpolies of subcubes.

According to our experiments, if the superpoly of a subcube is complex, it
often takes a long time to recover it. Therefore, when recovering the superpoly
for a specific subcube, we set a time limit. If the superpoly of a subcube is not
recovered within the time limit, we consider the superpoly to be complex and dis-
card this subcube. This simple trick speeds up the search for balanced subcubes
of a mother cube. However, for a 53-dimensional mother cube, it has 53 52-
dimensional subcubes, 1378 51-dimensional subcubes, and 23426 50-dimensional
subcubes. Recovering the superpolies for these subcubes one by one is still im-
possible in a reasonable time, but reducing the search space for subcubes means
some balanced superpolies may be missed.

To deal with this problem, we give two heuristic strategies based on Obser-
vation 1 to reject potentially useless subcubes in advance.

– First strategy. If an 𝑥-dimensional cube is determined to have an unbal-
anced and non-zero superpoly, all (𝑥 − 1)-dimensional subcubes of this cube
are considered to have unbalanced superpolies and are rejected.

– Second strategy. If an 𝑥-dimensional cube is determined to have a balanced
or zero superpoly, all (𝑥−1)-dimensional subcubes of this cube are considered
to possibly have balanced superpolies and will be checked.

The difference between the first strategy and the second strategy is that
when an (𝑥 − 1)-dimensional cube is simultaneously the subcube of several 𝑥-
dimensional cubes and one of these 𝑥-dimensional cubes has an unbalanced and
non-zero superpoly, then the (𝑥 − 1)-dimensional cube will be rejected according
to the first strategy, but will be checked according to the second strategy. In
other words, the first strategy is more aggressive in narrowing down the search
space.

To further illustrate the effect of reducing the search space on the number of
balanced superpolies, we give specific experimental data using the first strategy,
the second strategy, and no strategy (i.e., the search over the whole (𝑥 − 1)-
dimensional subcubes, called full search) in Table 3.

For an 𝑥-dimensional mother cube, we usually search over its (𝑥 − 1)- and
(𝑥 − 2)-dimensional subcubes by the full search, then the second strategy is used
to search over its (𝑥−3)-dimensional subcubes and (𝑥−4)-dimensional subcubes.
Finally, we use the first strategy to search for (𝑥−5)-dimensional subcubes. These
search strategies help us find a sufficient number of balanced superpolies with
an acceptable computational effort.

4 Application

In this section, we apply our improved methods to 810- and 825-round Trivium.
Due to the page limit, superpolies used in this section are provided at https:
//github.com/lhoop/ObtainMoreBS/tree/main/data.

https://github.com/lhoop/ObtainMoreBS/tree/main/data
https://github.com/lhoop/ObtainMoreBS/tree/main/data
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Table 3. A comparison between search space and balanced cubes for 50-dimensional
subcubes of a 53-dimensional mother cube 𝐴0 for 825-round Trivium, where 𝐴0 =

{𝑣2, 𝑣5, 𝑣8, 𝑣10, 𝑣12, 𝑣15, 𝑣17, 𝑣19, 𝑣23, 𝑣29, 𝑣31, 𝑣41, 𝑣44, 𝑣46, 𝑣51, 𝑣55, 𝑣63, 𝑣66, 𝑣72, 𝑣78, 𝑣3,
𝑣0, 𝑣69, 𝑣6, 𝑣26, 𝑣7, 𝑣50, 𝑣68, 𝑣25, 𝑣48, 𝑣33, 𝑣4, 𝑣21, 𝑣76, 𝑣36, 𝑣16, 𝑣14, 𝑣37, 𝑣38, 𝑣39, 𝑣59, 𝑣61,

𝑣18, 𝑣53, 𝑣34, 𝑣74, 𝑣40, 𝑣1, 𝑣57, 𝑣9, 𝑣13, 𝑣22, 𝑣35}

Method Search space # of balanced cubes Space rate† Balanced cubes rate‡

first strategy 1365 63 5.83% 40.38%

second strategy 12201 156 52.1% 96.30%

no strategy 23426 162 100% 100%

†: Space rate = (search space)/(the whole search space).
‡: Balanced cubes rate = (balanced cubes)/(balanced cubes from the whole search
space).

4.1 A Key-Recovery Attack on 810-Round Trivium with Practical
Complexity

Determine a Mother Cube. Using the algorithm in [31], we predict 𝑠 (810)66 as
the preference bit for 810-round Trivium. We choose many cubes of size 19 and

search for cubes whose superpolies in 𝑠
(744)
285 are balanced. Then, the cube

𝑆𝑎1 = {𝑣2, 𝑣6, 𝑣8, 𝑣10, 𝑣11, 𝑣15, 𝑣19, 𝑣21, 𝑣25, 𝑣29, 𝑣30, 𝑣32, 𝑣34, 𝑣36, 𝑣39, 𝑣41, 𝑣43,
𝑣45, 𝑣50}

is obtained. Its superpoly is 𝑝56. Also, we search for cubes whose superpolies in

𝑠
(744)
286 are balanced. We get the cube

𝑆𝑎2 = {𝑣0, 𝑣2, 𝑣4, 𝑣8, 𝑣10, 𝑣11, 𝑣17, 𝑣19, 𝑣25, 𝑣29, 𝑣30, 𝑣32, 𝑣34, 𝑣36, 𝑣39, 𝑣41, 𝑣43,
𝑣45, 𝑣50}.

Its superpoly is 𝑝56. We first choose 𝑆𝑎1 as the starting cube to extend.
The public variables are added to 𝑆𝑎1 iteratively to make the degree1 of the

superpoly decrease to a minimum value other than 0. Then 𝑆𝑎3 is obtained.

𝑆𝑎3 = {𝑣2, 𝑣6, 𝑣8, 𝑣10, 𝑣11, 𝑣15, 𝑣19, 𝑣21, 𝑣25, 𝑣29, 𝑣30, 𝑣32, 𝑣34, 𝑣36, 𝑣39, 𝑣41, 𝑣43, 𝑣45,
𝑣50, 𝑣0, 𝑣75, 𝑣12, 𝑣4, 𝑣14, 𝑣20, 𝑣22, 𝑣16, 𝑣27, 𝑣23, 𝑣72, 𝑣52, 𝑣55, 𝑣60, 𝑣37, 𝑣79,

𝑣62, 𝑣64, 𝑣47, 𝑣54, 𝑣70}.

The upper bound of the degree of its superpoly is 8 and its size is 40. We note
that this set contains all elements in 𝑆𝑎2 except 𝑣17. So we replace 𝑣16 in 𝑆𝑎3
with 𝑣17 to make it fully contain 𝑆𝑎2.

𝑆𝑎′3 = {𝑣2, 𝑣6, 𝑣8, 𝑣10, 𝑣11, 𝑣15, 𝑣19, 𝑣21, 𝑣25, 𝑣29, 𝑣30, 𝑣32, 𝑣34, 𝑣36, 𝑣39, 𝑣41, 𝑣43, 𝑣45,
𝑣50, 𝑣0, 𝑣75, 𝑣12, 𝑣4, 𝑣14, 𝑣20, 𝑣22, 𝑣17, 𝑣27, 𝑣23, 𝑣72, 𝑣52, 𝑣55, 𝑣60, 𝑣37, 𝑣79, 𝑣62,

𝑣64, 𝑣47, 𝑣54, 𝑣70}.
1 We evaluate the upper bound of the degree of the superpoly based on the division
property modeled with MILP.
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And after adding one element of set 𝐴 = {𝑣40, 𝑣53, 𝑣57, 𝑣58, 𝑣67, 𝑣68, 𝑣77, 𝑣48}, the
degree of 𝑆𝑎′3 is less than 5. Then, we select four elements from set 𝐴 to add
to 𝑆𝑎′3 and get 70 44-dimensional candidate mother cubes. We examine the
number of balanced superpolies in the 43-dimensional subcubes for each of the
70 candidate mother cubes, then the mother cube

𝑆𝑎4 = {𝑣0, 𝑣2, 𝑣4, 𝑣6, 𝑣8, 𝑣10, 𝑣11, 𝑣12, 𝑣14, 𝑣15, 𝑣17, 𝑣19, 𝑣20, 𝑣21, 𝑣22, 𝑣23, 𝑣25, 𝑣27,
𝑣29, 𝑣30, 𝑣32, 𝑣34, 𝑣36, 𝑣37, 𝑣39, 𝑣41, 𝑣43, 𝑣45, 𝑣47, 𝑣50, 𝑣52, 𝑣54, 𝑣55, 𝑣60, 𝑣62,

𝑣64, 𝑣70, 𝑣72, 𝑣75, 𝑣79, 𝑣68, 𝑣57, 𝑣53, 𝑣48}

is selected. It has two simple 43-dimensional subcubes whose superpolies are
linear.

Search for Balanced Subcubes. We add a time limit to the search time. A
full search is performed over all 42- and 43-dimensional subcubes of 𝑆𝑎4. The
40- and 41-dimensional subcubes are searched using the second strategy. The
method used to recover superpolies is from [12], and we modify it to recover su-
perpolies for new secret variables. Then several superpolies are obtained. After
using SageMath to extract balanced or quadratic superpolies, 405 balanced su-
perpolies and 526 quadratic superpolies are obtained. Then we obtain additional
275 balanced polynomials from 526 quadratic superpolies using the combining
rule in Section 3.2.

Determine the Order of Derivation. We pick 39 polynomials from 680 bal-
anced polynomials. The corresponding cubes and the independent bits contained
by these polynomials are listed in Table 4. 39 variables can be deduced from
these polynomials. The specific polynomials are provided at https://github.com/
lhoop/ObtainMoreBS/tree/main/data/810 superpoly.

A Practical Attack on a PC. The size of 𝑆𝑎4 is 44, so it takes 244 requests to
obtain all the values of these 39 polynomials. Next, we need to enumerate the val-
ues of 42 variables: {𝑝0, 𝑝2, 𝑝3, 𝑝4, 𝑝6, 𝑝7, 𝑝9, 𝑝10, 𝑝17, 𝑝18, 𝑝20, 𝑝23, 𝑝25, 𝑝28, 𝑝30,
𝑝33, 𝑝35, 𝑝38, 𝑝39, 𝑝40, 𝑝42, 𝑝44, 𝑝45, 𝑝47, 𝑝48, 𝑝49, 𝑝51, 𝑝52, 𝑝56, 𝑝57, 𝑝58, 𝑝59, 𝑝60,

𝑝63, 𝑝66, 𝑝69, 𝑝70, 𝑝73, 𝑝77, 𝑝78, 𝑝79, 𝑝80}.
For each enumeration, the values of the remaining 39 variables can be deduced

iteratively in the order (𝑝76, 𝑝61, 𝑝64, 𝑝74, 𝑝62, 𝑝41, 𝑝46, 𝑝11, 𝑝37, 𝑝34, 𝑝21, 𝑝22, 𝑝54,
𝑝24, 𝑝50, 𝑝12, 𝑝36, 𝑝19, 𝑝65, 𝑝5, 𝑝29, 𝑝8, 𝑝16, 𝑝53, 𝑝26, 𝑝14, 𝑝43, 𝑝68, 𝑝55, 𝑝67, 𝑝71,

𝑝27, 𝑝75, 𝑝31, 𝑝15, 𝑝1, 𝑝32, 𝑝13, 𝑝72).
There are 242 enumerations, for each enumeration, we use Algorithm 2 to

substitute new secret variables back to original secret variables. Half of the enu-
merations will be excluded because the value of 𝑝80 does not match. This check
only costs constant time. So actually, there are only 241 enumerations of original
secret variables. With 241 round-reduced Trivium initializations, the correct key
can be filtered out of these 241 candidate keys. To sum up, the whole attack costs
244 + 241 round-reduced Trivium initializations. On a PC with an A100 GPU, we
can perform the whole attack in 48 minutes.

https://github.com/lhoop/ObtainMoreBS/tree/main/data/810_superpoly
https://github.com/lhoop/ObtainMoreBS/tree/main/data/810_superpoly
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4.2 A Key-Recovery Attack on 825-Round Trivium with Practical
Complexity

Determine a Mother Cube. We predict 𝑠
(825)
66 as the preference bit for 825-

round Trivium. Then we choose many cubes of sizes 20 and search for cubes

whose superpolies in 𝑠
(759)
286 are balanced. Finally, the cube

𝑆𝑏1 = {𝑣2, 𝑣5, 𝑣6, 𝑣8, 𝑣10, 𝑣12, 𝑣15, 𝑣19, 𝑣23, 𝑣29, 𝑣34, 𝑣41, 𝑣44, 𝑣46, 𝑣53, 𝑣55, 𝑣63,
𝑣66, 𝑣72, 𝑣78}

is selected. Its superpoly is 𝑝66⊕ 𝑝24⊕ 𝑝22𝑝23⊕1. The public variables are added
to 𝑆𝑏1 iteratively to make the degree of the superpoly decrease to a minimum
value other than 0. Then 𝑆𝑏2 is obtained.

𝑆𝑏2 = {𝑣2, 𝑣5, 𝑣8, 𝑣10, 𝑣12, 𝑣15, 𝑣17, 𝑣19, 𝑣23, 𝑣29, 𝑣31, 𝑣41, 𝑣44, 𝑣46, 𝑣51, 𝑣55, 𝑣63, 𝑣66,
𝑣72, 𝑣78, 𝑣3, 𝑣0, 𝑣69, 𝑣6, 𝑣26, 𝑣7, 𝑣50, 𝑣68, 𝑣25, 𝑣48, 𝑣33, 𝑣4, 𝑣21, 𝑣76, 𝑣36, 𝑣16,

𝑣14, 𝑣37, 𝑣38, 𝑣39, 𝑣59, 𝑣61, 𝑣18, 𝑣53, 𝑣34, 𝑣74, 𝑣40, 𝑣1, 𝑣57, 𝑣9}.

The upper bound of the degree of its superpoly is 6 and its size is 50. And after
adding one variable of set 𝐵 = {𝑣40, 𝑣53, 𝑣57, 𝑣58, 𝑣67, 𝑣68, 𝑣77, 𝑣48}, the degree
of 𝑆𝑏2 is less than 5. Then we select three variables from set 𝐵 to add to 𝑆𝑏2
and obtain 280 53-dimensional candidate mother cubes. For each of the 280
candidate mother cubes, we examine the number of balanced superpolies that
can be generated by its 52-dimensional subcubes, then the mother cube

𝑆𝑏3 = {𝑣2, 𝑣5, 𝑣8, 𝑣10, 𝑣12, 𝑣15, 𝑣17, 𝑣19, 𝑣23, 𝑣29, 𝑣31, 𝑣41, 𝑣44, 𝑣46, 𝑣51, 𝑣55, 𝑣63, 𝑣66,
𝑣72, 𝑣78, 𝑣3, 𝑣0, 𝑣69, 𝑣6, 𝑣26, 𝑣7, 𝑣50, 𝑣68, 𝑣25, 𝑣48, 𝑣33, 𝑣4, 𝑣21, 𝑣76, 𝑣36, 𝑣16,

𝑣14, 𝑣37, 𝑣38, 𝑣39, 𝑣59, 𝑣61, 𝑣18, 𝑣53, 𝑣34, 𝑣74, 𝑣40, 𝑣1, 𝑣57, 𝑣9, 𝑣13, 𝑣22, 𝑣35}

is selected. It has 7 52-dimensional subcubes whose superpolies are simple and
balanced.

Search for Balanced Subcubes. A full search is performed over all 52- and 51-
dimensional subcubes of 𝑆𝑏3. The 50- and 49-dimensional subcubes are searched
using the second strategy, respectively. Then several superpolies are obtained.
We use SageMath to extract balanced or quadratic superpolies and obtain 354
balanced superpolies and 422 quadratic superpolies. Then we obtain an extra
872 balanced polynomials from 422 quadratic superpolies using the combining
rule in Section 3.3.

Determine the Order of Derivation. We pick 31 polynomials from 1226
balanced polynomials. The corresponding cubes and the independent bits con-
tained by these polynomials are listed in Table 5. 31 variables can be deduced
from these polynomials. The specific polynomials are provided at https://github.
com/lhoop/ObtainMoreBS/tree/main/data/825 superpoly.

https://github.com/lhoop/ObtainMoreBS/tree/main/data/825_superpoly
https://github.com/lhoop/ObtainMoreBS/tree/main/data/825_superpoly
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A Practical Attack on a PC. The size of 𝑆𝑏3 is 53, so it takes 253 requests to
obtain all the values of these 31 polynomials. Next, we need to enumerate the val-
ues of 50 variables: {𝑝3, 𝑝4, 𝑝5, 𝑝8, 𝑝9, 𝑝10, 𝑝16, 𝑝17, 𝑝20, 𝑝22, 𝑝25, 𝑝26, 𝑝28, 𝑝29, 𝑝32,
𝑝34, 𝑝37, 𝑝39, 𝑝40, 𝑝43, 𝑝44, 𝑝45, 𝑝46, 𝑝47, 𝑝48, 𝑝49, 𝑝51, 𝑝52, 𝑝53, 𝑝54, 𝑝55, 𝑝56, 𝑝57,

𝑝58, 𝑝59, 𝑝60, 𝑝61, 𝑝62, 𝑝64, 𝑝66, 𝑝67, 𝑝69, 𝑝70, 𝑝71, 𝑝72, 𝑝74, 𝑝76, 𝑝78, 𝑝79, 𝑝80}.
For each enumeration, the values of the remaining 31 variables can be deduced

iteratively in the order (𝑝73, 𝑝75, 𝑝77, 𝑝63, 𝑝14, 𝑝31, 𝑝11, 𝑝35, 𝑝27, 𝑝33, 𝑝12, 𝑝41, 𝑝30,
𝑝65, 𝑝38, 𝑝1, 𝑝13, 𝑝15, 𝑝50, 𝑝42, 𝑝6, 𝑝7, 𝑝18, 𝑝68, 𝑝24, 𝑝23, 𝑝2, 𝑝0, 𝑝19, 𝑝36, 𝑝21).

There are 250 enumerations, for each enumeration, we use Algorithm 2 to
substitute new secret variables back to original secret variables. Half of the enu-
merations will be excluded because the value of 𝑝80 does not match. This check
only costs a constant time. So actually, we only need 249 enumerations of original
secret variables. With 249 round-reduced Trivium initializations, the correct key
can be filtered out of these 249 candidate keys. To sum up, the whole attack costs
253 + 249 round-reduced Trivium initializations. On a PC with an A100 GPU, we
can perform the whole attack in 18 days.

5 Conclusion

In this paper, we focus on practical full key-recovery attacks on Trivium. We
propose a variable substitution technique to simplify the superpoly and a new
method to obtain a new balanced polynomial by combining two superpolies to
cancel out the quadratic terms. Moreover, by an observation that the subcubes of
a cube whose superpoly is balanced are more likely to have balanced superpolies,
we modify the original algorithm to construct a better mother cube that con-
tains more subcubes with balanced superpolies, and propose a heuristic strategy
for searching for cubes with balanced superpolies. As a result, we use our new
methods to perform full key-recovery attacks on 810- and 825-round Trivium,
which can be done with time complexity 244.17 and 253.09 round-reduced Triv-
ium initializations, respectively. It is experimentally verified that the two attacks
could be completed in 48 minutes and 18 days on a PC with one A100 GPU
(128 × 256 threads), respectively. We also time-test previous attacks on 808-
and 820-round Trivium with the same number of threads [22,7]. For the attack
on 808-round Trivium in [22], it could be completed in 12 hours with our GPU.
And for the attack on 820-round Trivium in [7], we estimate that the attack
would be completed in 19 days with our GPU. These experiments confirm that
we can improve the previous results for 2 and 5 rounds without increasing the
time complexity.
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Appendix

A The Definition of Bit-based Division Property

Definition 3 (Conventional Bit-Based Division Property [23]). Let X
be a multi-set whose elements take a value of F𝑛2. Let K be a set whose elements
take an 𝑛-dimensional bit vector. When the multi-set X has the division property
𝐷1𝑛

K , it fulfills the following conditions:⊕
𝑥∈X

xu =

{
unknown if there exists k in K s.t. u ⪰ k,

0 otherwise.

Definition 4 (Three-Subset Division Property [25]). Let X be a multi-set
whose elements take a value of F𝑛2. Let K and L be two sets whose elements
take an 𝑛-dimensional bit vector. When the multi-set X has the division property
𝐷1𝑛

K,L, it fulfills the following conditions:

⊕
x∈X

xu =


unknown if there exists k in K s.t. u ⪰ k,

1 else if there exists l in L s.t. u = l,

0 otherwise.

B Propagation Rules of XOR, AND and COPY for
Monomial Prediction

According to [10], the rules for XOR, AND and COPY are the following:

Rule 1 (XOR [10,11] ) Let x = (𝑥0, 𝑥1, . . . , 𝑥𝑛−1) and y = (𝑥0⊕𝑥1, 𝑥2, . . . , 𝑥𝑛−1)
be the input and output vector of a XOR function. Considering a monomial of
x as xu, the monomials yv of y meet the condition that xu → yv only when v
satisfies

v = (𝑢0 + 𝑢1, 𝑢2, . . . , 𝑢𝑛−1), (𝑢0, 𝑢1) ∈ {(0, 0), (0, 1), (1, 0)}.

Rule 2 (AND [10,11] ) Let x = (𝑥0, 𝑥1, . . . , 𝑥𝑛−1) and y = (𝑥0∨𝑥1, 𝑥2, . . . , 𝑥𝑛−1)
be the input and output vector of an AND function. Considering a monomial of
x as xu, the monomials yv of y meet the condition that xu → yv only when v
satisfies

v = (𝑢0, 𝑢2, . . . , 𝑢𝑛−1), (𝑢0, 𝑢1) ∈ {(0, 0), (1, 1)}.

Rule 3 (COPY [10,11] ) Let x = (𝑥0, 𝑥1, . . . , 𝑥𝑛−1) and y = (𝑥0, 𝑥0, 𝑥1, 𝑥2,
. . . , 𝑥𝑛−1) be the input and output vector of a COPY function. Considering a
monomial of x as xu, the monomials yv of y meet the condition that xu → yv

only when v satisfies

v =

{
(0, 0, 𝑢2, . . . , 𝑢𝑛−1), if 𝑢0 = 0.
(0, 1, 𝑢2, . . . , 𝑢𝑛−1), (1, 0, 𝑢2, . . . , 𝑢𝑛−1), (1, 1, 𝑢2, . . . , 𝑢𝑛−1), if 𝑢0 = 1.
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MILP Models of the Propagation Trails. The propagation trails of the
monomial prediction can be traced using the following MILP models:

Model 1 (XOR [10,11]) Let (𝑎0, 𝑎1, . . . , 𝑎𝑛−1)
XOR−−−−→ 𝑏 be a propagation trail

of XOR. The following inequalities suffice to describe all the valid trails for
XOR: {

M .𝑣𝑎𝑟 ← 𝑎0, 𝑎1, . . . , 𝑎𝑛−1, 𝑏 as binary;

M .𝑐𝑜𝑛← 𝑏 = 𝑎0 + 𝑎1 + · · · + 𝑎𝑛−1.

Model 2 (AND [10,11]) Let (𝑎0, 𝑎1, . . . , 𝑎𝑛−1)
AND−−−−→ 𝑏 be a propagation trail

of AND. The following inequalities suffice to describe all the valid trails for
AND: {

M .𝑣𝑎𝑟 ← 𝑎0, 𝑎1, . . . , 𝑎𝑛−1, 𝑏 as binary;

M .𝑐𝑜𝑛← 𝑏 = 𝑎𝑖 , ∀𝑖 ∈ {0, 1, . . . 𝑛 − 1}.

Model 3 (COPY [10,11]) Let 𝑎
COPY−−−−−→ (𝑏0, 𝑏1, . . . , 𝑏𝑛−1) be a propagation

trail of COPY. The following inequalities suffice to describe all the valid trails
for COPY: 

M .𝑣𝑎𝑟 ← 𝑎, 𝑏0, 𝑏1, . . . , 𝑏𝑛−1 as binary;

M .𝑐𝑜𝑛← 𝑏0 + 𝑏1 + · · · + 𝑏𝑛−1 ≥ 𝑎;

M .𝑐𝑜𝑛← 𝑎 ≥ 𝑏𝑖 , ∀𝑖 ∈ {0, 1, . . . , 𝑛 − 1}.

If the MILP solver supports the OR (∨) operation, then the model can also be
represented by: {

M .𝑣𝑎𝑟 ← 𝑎, 𝑏0, 𝑏1, . . . , 𝑏𝑛−1 as binary;

M .𝑐𝑜𝑛← 𝑎 = 𝑏0 ∨ 𝑏1 ∨ · · · ∨ 𝑏𝑛−1.

C Previous Practical Cube Attacks on Trivium

C.1 Construct a Mother Cube for Linear Superpolies [31]

At ASIACRYPT 2021, Ye et al. presented a heuristic algorithm for constructing
a mother cube that may contain many subcubes with linear superpolies. Such
a mother cube is very helpful for the practical attack on round-reduced Trivium
because all values of superpolies of its subcubes can be recovered by 2 |𝐼 | Trivium
initializations, where |𝐼 | is the size of the mother cube. Specifically, the construc-
tion of a mother cube consists of two steps, namely determining a starting cube
and then extending the starting cube.

Determine a Starting Cube Heuristically. Based on the structural analysis
of Trivium, Ye et al. found that one of six internal state bits involved in the
output function is more likely to contribute to linear terms in the superpoly of
𝑟-round Trivium. They called this bit the preference bit of 𝑟-round Trivium.
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Definition 5 (The Preference Bit [31]). Among the six internal state bits in
the output function of 𝑟-round Trivium, the internal state bit which is most likely
to contribute linear superpolies is called the preference bit of 𝑟-round Trivium.

The preference bit can be determined by estimating the number of linear
terms of k contained in the ANF of the six internal bits. For details, see [31].

After they predicted a preference bit 𝑠 (𝑟 )
𝜆

of 𝑟-round Trivium (the 𝜆-th bit of

the state), according to the update function of Trivium, 𝑠 (𝑟 )
𝜆

can be written as

𝑠
(𝑟 )
𝜆

= 𝑠
(𝑟−𝜆)
𝑖𝜆1

· 𝑠 (𝑟−𝜆)
𝑖𝜆2

⊕ 𝑠
(𝑟−𝜆)
𝑖𝜆3

⊕ 𝑠
(𝑟−𝜆)
𝑖𝜆4

⊕ 𝑠
(𝑟−𝜆)
𝑖𝜆5

.

It has five state bits from (𝑟 − 𝜆)-round Trivium.

𝑠
(𝑟−𝜆)
𝑖𝜆1

and 𝑠
(𝑟−𝜆)
𝑖𝜆2

are the dominant parts in determining whether 𝑠
(𝑟 )
𝜆

con-

tributes to linear terms. Therefore, the starting cube is the cube which has a

linear superpoly in 𝑠
(𝑟−𝜆)
𝑖𝜆1

or 𝑠
(𝑟−𝜆)
𝑖𝜆2

.

Extend the Starting Cube by Greedy Strategies. The starting cube can be
extended to a larger mother cube by adding some public variables that are not in
the cube. The size of the mother cube can not be too large so that we can obtain
the values of superpolies corresponding to its subcubes in practical time. On
the other hand, the mother cube needs to contain enough low-degree subcubes
that are more likely to have linear superpolies. In order to satisfy the above
conditions, Ye et al. combined the division property based degree evaluation
method with some greedy strategies to extend the starting cube. Their method
has two stages. Before introducing these two stages, we first give the following
definitions.

Definition 6 (Steep IV Variable [31]). Let 𝐼 =
{
𝑣𝑖1 , 𝑣𝑖2 , . . . , 𝑣𝑖ℓ

}
be a set

containing ℓ IV variables. Then, an IV variable 𝑏 ∈ 𝐵 = {𝑣0, 𝑣1, . . . , 𝑣𝑛−1}\𝐼 is
called a steep IV variable of 𝐼 if

𝑑𝑠(𝐼 ∪ {𝑏}) = min{𝑑𝑠(𝐼 ∪ {𝑣}) | 𝑣 ∈ 𝐵},

where 𝑑𝑠(𝐼) is the degree of the superpoly of 𝐼 in secret variables.

Definition 7 (Gentle IV Variable [31]). Let 𝐼 =
{
𝑣𝑖1 , 𝑣𝑖2 , . . . , 𝑣𝑖ℓ

}
be a set

containing ℓ IV variables. Then, an IV variable 𝑏 ∈ 𝐵 = {𝑣0, 𝑣1, . . . , 𝑣𝑛−1}\𝐼 is
called a gentle IV variable of 𝐼 if

𝑑𝑠(𝐼 ∪ {𝑏}) = max{𝑑𝑠(𝐼 ∪ {𝑣}) | 𝑑𝑠(𝐼 ∪ {𝑣}) ≤ 𝑑𝑠(𝐼), 𝑣 ∈ 𝐵},

where 𝑑𝑠(𝐼) is the degree of the superpoly of 𝐼 in secret variables.

Let 𝐼 be a starting cube. In the first stage, the steep variables of 𝐼 are added
to 𝐼 iteratively to make the degree of the superpoly decrease to a minimum
value other than 0. Then in the second stage, the gentle IV variables are added
to 𝐼 iteratively to reduce the degree of the superpoly slowly. Finally, cubes with
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degrees of their superpolies close to 1 are obtained and merged to construct the
mother cube, namely

𝐼 ∪ {𝑣𝑖 ∈ {𝑣0, 𝑣1, . . . , 𝑣𝑛−1}\𝐼 | the upper bound of ds(𝐼 ∪ 𝑣𝑖) is close to 1},

where 𝐼 is the cube before adding the last gentle IV variable.
For 805-round Trivium, by searching for the subcubes of these mother cubes,

they found more than 1000 subcubes with linear superpolies and picked 37 cubes
whose superpolies are linearly independent to perform the practical attack.

C.2 Attack by Balanced Superpolies [22]

The cubes with linear superpolies only account for a small fraction of all super-
polies of Trivium, therefore, it is often difficult to obtain a sufficient number of
linear superpolies for practical attacks. To overcome this bottleneck, Sun et al.
further extended the linear superpoly to a more general concept, the balanced
superpoly [22].

A superpoly is balanced if there exists at least one secret variable as a single
monomial and none of the other monomials contain this variable in this super-
poly, and this variable is called the balanced variable in the superpoly. If we
know the value of a balanced superpoly, we can deduce the value of the balanced
variable by enumerating the values of other variables.

For example, consider a superpoly 𝑃3 = 𝑘1⊕ 𝑘2𝑘3. 𝑃3 is a balanced superpoly
with a balanced variable 𝑘1. Assume that we know that the value of 𝑃3 is 0, the
value of 𝑘1 can be obtained by enumerating the values of 𝑘2 and 𝑘3: (𝑘2 =

0, 𝑘3 = 0) ⇒ (𝑘1 = 0), (𝑘2 = 0, 𝑘3 = 1) ⇒ (𝑘1 = 0), (𝑘2 = 1, 𝑘3 = 0) ⇒ (𝑘1 = 0),
(𝑘2 = 1, 𝑘3 = 1) ⇒ (𝑘1 = 1).

Note that if the value of a balanced variable is already deduced, it may be
used to deduce another balanced variable. According to this rule, the values of
many balanced variables in balanced superpolies can be deduced in order.

For 808-round Trivium, Sun et al. used the method in Appendix C.1 to con-
struct a mother cube. Then they searched for its subcubes whose superpolies
are balanced. Finally, they obtained many balanced superpolies and picked 37
balanced superpolies to perform a practical attack.

C.3 Construct a Mother Cube for Balanced Superpolies [7]

Last year, Che et al. modified a part of the algorithm in Appendix C.1 to con-
struct a mother cube that may contain many subcubes with balanced super-
polies. The process of determining the starting cube is the same. Because bal-
anced polynomials do not need degrees to be close to 1, in the process of expand-
ing a starting cube, they only used the first stage to reduce the degree of the cube
quickly by adding steep IV variables. They wanted a mother cube with many sub-
cubes whose degrees are less than 5. Assume 𝐼𝑎 is the cube before adding the last
steep IV variable, they constructed a set 𝐴 which contained all 𝑣𝑖 that satisfied
(1) 𝑣𝑖 ∈ {𝑣0, 𝑣1, . . . , 𝑣𝑛−1}\𝐼𝑎; (2) the upper bound of ds(𝐼𝑎 ∪ 𝑣𝑖) is less than 5.
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If all the variables in 𝐴 are added to the 𝐼𝑎, the final mother cube will become
too large. So they only chose some variables from the set 𝐴 and added them to
the 𝐼𝑎. Then they obtained many candidate mother cubes. For example, there
would be 10 candidate mother cubes if three variables were chosen from a set 𝐴

of size 5. One of the candidate cubes was selected as the mother cube if it had
the most subcubes of degree less than 5.

D Some Experimental Data for Observation 1

For 825 rounds of Trivium, we selected fifty 51-dimensional balanced cubes and
fifty 51-dimensional unbalanced cubes to test. And measured the number of
its 50-dimensional balanced subcubes for each selected cube. The experimental
results are shown in Figure 1.

Fig. 1. The number of balanced 50-dimensional subcubes for fifty 51-dimensional
balanced cubes and fifty 51-dimensional unbalanced cubes.
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E Balanced Cubes for Attacking 810- and 825-round
Trivium

Table 4. Balanced cubes for attacking 810-round Trivium. Sorted by the deducing
order. 𝐼1 are the cube indices of 𝑆𝑎4.

Cube indices Independent bits Cube indices Independent bits

𝐼1\{2, 14, 29, 45} 𝑝76 𝐼1\{0, 60, 64} 𝑝24, 𝑝29, 𝑝66
𝐼1\{19, 22, 29, 52} 𝑝61 𝐼1\{12, 15, 30, 39} 𝑝8, 𝑝35
𝐼1\{11, 47, 53, 67} 𝑝64 𝐼1\{34, 37, 62} 𝑝16
𝐼1\{11, 19} 𝑝61, 𝑝74 𝐼1\{4, 11, 54} 𝑝8, 𝑝52, 𝑝53
𝐼1\{11, 34, 52, 54} 𝑝62 𝐼1\{0, 36, 55, 64} 𝑝23, 𝑝26, 𝑝38, 𝑝50, 𝑝53, 𝑝65
𝐼1\{2, 50, 57} 𝑝41 𝐼1\{11, 19, 54, 60} 𝑝14, 𝑝23
𝐼1\{2, 11, 15, 30} 𝑝46, 𝑝76 𝐼1\{0, 17, 48, 54} 𝑝16, 𝑝25, 𝑝43, 𝑝52
𝐼1\{12, 15, 30, 57} 𝑝11 𝐼1\{0, 47, 79} 𝑝68
𝐼1\{41, 47, 62} 𝑝37, 𝑝64 𝐼1\{0, 25, 62} 𝑝52, 𝑝55
𝐼1\{15, 48, 57, 62} 𝑝34, 𝑝61 𝐼1\{34, 62, 67} 𝑝40, 𝑝55, 𝑝67

𝐼1\{29, 53, 54, 62} 𝑝21, 𝑝48
𝐼1\{29, 34, 75}
+𝐼1\{34, 52, 55}

𝑝71

𝐼1\{29, 48, 67, 70} 𝑝22, 𝑝64 𝐼1\{23, 25, 47} 𝑝27, 𝑝29, 𝑝63
𝐼1\{11, 27, 43, 47} 𝑝21, 𝑝48, 𝑝54 𝐼1\{4, 11} 𝑝3, 𝑝12, 𝑝30𝑝75
𝐼1\{23, 47, 55} 𝑝24, 𝑝66 𝐼1\{0, 34, 48, 62} 𝑝4, 𝑝31

𝐼1\{0, 37, 54, 79} 𝑝23, 𝑝50 𝐼1\{0, 29, 67, 70}
𝑝6, 𝑝12, 𝑝15, 𝑝38, 𝑝39, 𝑝42
𝑝51, 𝑝60, 𝑝74, 𝑝75, 𝑝78

𝐼1\{0, 20, 62} 𝑝12, 𝑝39 𝐼1\{19, 52, 54, 60} 𝑝1
𝐼1\{34, 48, 62} 𝑝36, 𝑝63 𝐼1\{11, 19, 41, 60} 𝑝32, 𝑝68
𝐼1\{2, 14, 57, 60} 𝑝19, 𝑝46 𝐼1\{0, 19}

𝑝8, 𝑝13, 𝑝17, 𝑝24, 𝑝32, 𝑝35
𝑝42, 𝑝51, 𝑝75

𝐼1\{11, 30, 62} 𝑝65 𝐼1\{0, 19, 43} 𝑝72, 𝑝77
𝐼1\{0, 29, 55} 𝑝5, 𝑝41, 𝑝47, 𝑝56

𝐼1 = {0, 2, 4, 6, 8, 10, 11, 12, 14, 15, 17, 19, 20, 21, 22, 23, 25, 27, 29, 30, 32, 34, 36, 37,
39, 41, 43, 45, 47, 50, 52, 54, 55, 60, 62, 64, 70, 72, 75, 79, 68, 57, 53, 48}.
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Table 5. Balanced cubes for attacking 825-round Trivium. Sorted by the deducing
order. 𝐼2 are the cube indices of 𝑆𝑏3.

Cube indices Independent bits Cube indices Independent bits

𝐼2\{0, 18} 𝑝73 𝐼2\{9, 15} 𝑝13, 𝑝22, 𝑝40, 𝑝49, 𝑝61, 𝑝73
𝐼2\{0, 35, 41} 𝑝75 𝐼2\{17, 26} 𝑝15, 𝑝60, 𝑝63, 𝑝73
𝐼2\{7, 13, 35} 𝑝77 𝐼2\{10, 15} 𝑝50, 𝑝71
𝐼2\{25, 35, 50} 𝑝63 𝐼2\{25, 34, 38, 63} 𝑝29, 𝑝42, 𝑝69
𝐼2\{15, 69} 𝑝14, 𝑝77 𝐼2\{0, 19, 22} 𝑝6, 𝑝15, 𝑝57
𝐼2\{0, 1, 38} 𝑝31 𝐼2\{13, 19, 39} 𝑝7, 𝑝34
𝐼2\{2} 𝑝11 𝐼2\{8, 13, 19} 𝑝18, 𝑝45
𝐼2\{15, 23, 34, 36} 𝑝35, 𝑝62, 𝑝77 𝐼2\{17, 19, 22} 𝑝68
𝐼2\{17, 22, 25, 69} 𝑝27 𝐼2\{13, 39, 66} 𝑝24
𝐼2\{21, 22}
+𝐼2\{4, 17, 51}

𝑝33
𝐼2\{1, 13, 51, 53}
+𝐼2\{4, 17, 33, 51}

𝑝23

𝐼2\{15, 23} 𝑝12, 𝑝63 𝐼2\{1, 13, 17, 38} 𝑝2, 𝑝4, 𝑝7, 𝑝23, 𝑝50, 𝑝74

𝐼2\{17, 25} 𝑝41, 𝑝75 𝐼2\{25, 63, 69}
𝑝0, 𝑝13, 𝑝50, 𝑝51, 𝑝69, 𝑝71
𝑝72, 𝑝78

𝐼2\{9, 15, 17} 𝑝3, 𝑝30 𝐼2\{0, 3, 34} 𝑝1, 𝑝19, 𝑝43
𝐼2\{7, 22, 63} 𝑝65 𝐼2\{13, 15, 39} 𝑝6, 𝑝23, 𝑝27, 𝑝30, 𝑝36, 𝑝64
𝐼2\{33, 63, 69} 𝑝38 𝐼2\{17, 26, 33} 𝑝21
𝐼2\{17, 26, 41} 𝑝1

𝐼2 = {2, 5, 8, 10, 12, 15, 17, 19, 23, 29, 31, 41, 44, 46, 51, 55, 63, 66, 72, 78, 3, 0, 69, 6, 26, 7, 50,
68, 25, 48, 33, 4, 21, 76, 36, 16, 14, 37, 38, 39, 59, 61, 18, 53, 34, 74, 40, 1, 57, 9, 13, 22, 35}.
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F MILP Model for New Secret Variables after Variable
Substitute

Algorithm 3: MILP model for new secret variables (𝑝0, . . . , 𝑝80)

1 Procedure TriviumCore( M, x0 , . . . , x287 , i1 , i2 , i3 , i4 , i5):
2 M.𝑣𝑎𝑟 ← y𝑖1 , yi2 , y𝑖3 , y𝑖4 , y𝑖5 , z1 , z2 , z3 , z4 as binary
3 M.con ← a = z3
4 M.con ← a = z4
5 M.con ← yi5 = xi5 + a + z1 + z2
6 M.con ← xij

= yij
∨ zj for all j ∈ {1, 2, 3, 4}

7 for 𝑖 ∈ {0, 1, . . . , 287} without 𝑖1 , 𝑖2 , 𝑖3 , 𝑖4 , 𝑖5 do
8 yi = xi

9 return (M, y0 , y1 , . . . , y287 )
10 Procedure TriviumCorep( M, x0 , . . . , x287 , p):
11 M.𝑣𝑎𝑟 ← y170 , z as binary
12 M.con ← x170 = y170 ∨ z
13 M.con ← y92 = z + p
14 for 𝑖 ∈ {0, 1, . . . , 287} without 92, 170 do
15 yi = xi

16 return (M, y0 , y1 , . . . , y287 )
17 Procedure ModelNewVariables( round 𝑅, cube indices 𝐼):
18 Prepare empty MILP Model M

19 M. var ← s0
𝑖
for 𝑖 ∈ {0, 1, . . . , 287}

20 for 𝑖 = 0 to 68 do
21 pi ← s0i

22 for 𝑖 = 69 to 80 do
23 M.var ← pi

24 for 𝑖 = 69 to 92 and 𝑖 = 93 + 80 to 284 do
25 M.con ← s0i = 0

26 for 𝑖 = 93 to 172 do
27 M · con ← s0

𝑖
= 1∀𝑖 − 93 ∈ 𝐼

28 M · con ← s0
𝑖
= 0∀𝑖 − 93 ∉ 𝐼

29 for 𝑟 = 0 to 𝑟 = 𝑅 − 1 do
30 if 𝑟 > 11 and 𝑟 < 24 then
31 (M, x0 , . . . , x287 )= TriviumCorep(M, sr1 , . . . , s

r
288 , 𝑝92−𝑟)

32 else
33 (M, x0 , . . . , x287 )= TriviumCore(M, sr1 , . . . , s

r
288 , 65, 170, 90, 91, 92)

34 (M, y0 , . . . , y287 )=TriviumCore(M, x1 , . . . , x288 , 161, 263, 174, 175, 176)
35 (M, z0 , . . . , z287 )=TriviumCore(M, y1 , . . . , y288 , 242, 68, 285, 286, 287)

36 (sr+10 , . . . , s𝑖+1287 )=TriviumCore(z287 , z0 , . . . , z286)

37 for 𝑖 ∈ {0, 1, . . . , 287} without 65, 92, 161, 176, 242, 287 do
38 M · con ← sR−1

𝑖
= 0

39 M · con ← sR−165 + sR−192 + sR−1161 + sR−1176 + sR−1242 + sR−1287 = 1
40 return (M, p0 , p1 , . . . , p80 )
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