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Abstract

Homomorphic encryption is a cryptographic technique that enables
arithmetic operations to be performed on encrypted data. However, word-
wise fully homomorphic encryption schemes, such as BGV, BFV, and
CKKS schemes, only support addition and multiplication operations on
ciphertexts. This limitation makes it challenging to perform non-linear
operations directly on the encrypted data. To address this issue, prior
research has proposed efficient approximation techniques that utilize iter-
ative methods, such as functional composition, to identify optimal poly-
nomials. These approximations are designed to have a low multiplicative
depth and a reduced number of multiplications, as these criteria directly
impact the performance of the approximated operations.

In this paper, we propose a novel method, named as adaptive suc-
cessive over-relaxation (aSOR), to further optimize the approximations
used in homomorphic encryption schemes. Our experimental results show
that the aSOR method can significantly reduce the computational effort
required for these approximations, achieving a reduction of 2-9 times com-
pared to state-of-the-art methodologies. We demonstrate the effectiveness
of the aSOR method by applying it to a range of operations, including
sign, comparison, ReLU, square root, reciprocal of m-th root, and divi-
sion. Our findings suggest that the aSOR method can greatly improve
the efficiency of homomorphic encryption for performing non-linear oper-
ations.

1 Introduction

Fully homomorphic encryption (FHE) is a fundamental cryptographic principle
that enables the evaluation of an arithmetic or logical circuit representing a func-
tion while maintaining the privacy of the corresponding messages. By allowing
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Figure 1: MLaaS with FHE for inference.

arithmetic and logical operations to be performed on encrypted messages, FHE
guarantees the privacy while allowing meaningful computation. Clients can keep
their data in encrypted format in the cloud and perform computations, such as
inference, prediction, statistics, and more, directly on the encrypted data with-
out revealing their confidential information. Similarly, the cloud-based service
providers do not need to reveal their secrets, such as models or methods, to the
clients.

As an example of application areas, FHE can be used as a technology for
protecting the clients’ privacy when deploying Machine Learning as a Service
(MLaaS) on public clouds. In MLaaS, cloud servers can access clients’ raw
data, and hence potentially introduce privacy risks. The privacy of the clients’
data can be protected using FHE as depicted in Figure 1. Since the client’s
data is encrypted by FHE before sending it to the server, the data never leaves
the control of the client in plaintext. The server only receives the encrypted
data and evaluates the machine learning model, which consists of FHE-friendly
components as suggested in this work, with the given encrypted data. The result
of the inference is also encrypted and only the client can decrypt and see the
result. In this manner, the server acquires no knowledge of either the input or
the output of such MLaaS pipeline, ensuring data privacy. This solution is called
Privacy Preserving Machine Learning (PPML) [16, 22, 30, 25]. In addition to
its deployment within PPML, FHE finds extensive applicability across various
domains such as medical data analysis [28, 3, 35], financial data analysis [40],
secure searchable encryption [43, 4], secure database [38, 41], and so on.

Gentry first introduced the blueprint of FHE scheme in [19], and since then
several studies [6, 5, 18, 17, 9, 13] have aimed to construct efficient FHE schemes.



FHE schemes can be categorized into two types: word-wise FHE schemes (such
as BGV [6], BFV [5, 18], and CKKS [9]) and bit-wise FHE schemes (such as
FHEW [17] and CGGI [13]), depending on the primitive operations between
ciphertexts. Word-wise FHE schemes support primitive operations of addition
and multiplication on integers or complex numbers, while bit-wise FHE schemes
support Boolean gates [17] and look-up table based operations [12].

Non-linear functions such as sign, square root, inverse, comparison, and
activation functions found in neural nets (including ReLU, Max Pooling, Soft-
max, and others) are essential for practical real-world applications of FHE.
Since word-wise FHE schemes only support addition and multiplication opera-
tions, such non-linear functions must be approximated through iterative meth-
ods, high-degree polynomials, or other sub-variations like polynomial composi-
tions [10].

The efficiency of approximations of non-linear functions is determined by,

e Computational complexity — the total number of multiplications in the
arithmetic circuit,

e Multiplicative depth — length of the longest chain of sequential multipli-
cations. Depth can also be determined via the largest polynomial degree
of an arithmetic circuit.

For example, f(z) = 2* + 2% + 1 has a depth of log, 4 = 2 and complexity of
2+240=4".

The practicality of FHE is typically limited by the significant performance
gap between FHE operations and ordinary calculations. There have been vari-
ous efforts to bridge this gap, such as the development of hardware accelerators
(e.g., CraterLake [39], Medha [33], SHARP [27]) and efficient FHE library im-
plementations (e.g., HElib [21], Microsoft SEAL [34], OpenFHE [2], HEaaN [24],
TFHE-1s [44]). This work aims to enhance the FHE performance orthogonally
to these software and hardware optimizations, by improving non-linear function
approximation methodologies.

1.1 Related Work

Cheon et al. [10] have reviewed evaluation methods for various basic functions
such as inverse and square root which they used to construct an algorithm
for maximum/minimum of numbers without using Boolean functions. Later,
the authors [7] have substantially improved their results by introducing a new
method for evaluating comparison function (equivalent to maximum/minimum)
for which they needed to carefully devise two new sets of polynomials to achieve
maximal performance. Lee et al. [29] have shown that the multiplicative depth
can be further optimized by using compositions of special minimax approximate
polynomials for approximation of comparison function. Panda [36] has demon-
strated a fast evaluation method of inverse square root at the cost of additional
evaluation of the comparison function.

Lwith reuse of computation results it further reduces to 3



Cheon et al.’s works [10, 7] have pioneered efficient polynomial approxima-
tions for non-linear homomorphic operations. The subsequent works generally
tend to extend and/or improve their initial efforts. Panda’s work [36] focuses
on inverse square root while showing worse performance in addition to requir-
ing an auxiliary computation. Lee et al. [29] have achieved performance on par
with ours for comparison function, but their approach is limited to compari-
son function only. Our work stands out in that it directly extends well-known
iterative methods, such as Newton’s method and Goldschmidt’s method, with
simple-to-implement modification. Our approach is more versatile and can be
applied to a wider range of iterative functions.

1.2 Our Contribution

In this paper, we further develop ideas introduced in the successive over-relaxation
(SOR) [42, 15] method to improve the efficiency for iterative methods that are
commonly used for homomorphic evaluation of non-linear functions. Our pri-
mary contribution, adaptive successive over-relaxation method (aSOR), is a gen-
eral purpose method for a faster evaluation of iterative processes (Section 2.2).
The term ”adaptive” in aSOR refers to the continuous adjustment of the re-
laxation coefficient to ensure the fastest convergence at each step. SOR is a
general-purpose method that is not limited to FHE or certain iterative func-
tions. We demonstrate the practicality and high performance of aSOR by ap-
proximating non-linear functions such as comparison, sign, ReLLU, square root,
inverse square root, reciprocal of m-th root, inversion (division), max pooling,
and softmax as possible applications of this methodology. Overall, we find that,
in general, aSOR outperforms state-of-the-art iterative methods used in FHE,
achieving a speedup ranging from 2 to 9 times faster, with the improvement
increasing as the accuracy of the termination criteria becomes tighter.

Organization Section 2 presents definitions of homomorphic encryption and
various approximation algorithms. In Section 3, we introduce the main idea
of our work, which is adaptive successive over-relaxation (aSOR). We then de-
scribe the application of aSOR to several non-linear approximations in Section 4,
including Cheon et al.’s comparison function [10, 7], Goldschmidt’s inverse cal-
culation [20, 10], Goldschmidt’s square root and inverse square root calculation,
and Newton-Raphson’s method for square root calculation [1, 37]. Finally, in
Section 5, we provide benchmarks with specific parameters.

2 Preliminaries

2.1 Fully Homomorphic Encryption

Fully homomorphic encryption (FHE) allows for computations to be performed
directly on ciphertexts without requiring decryption. FHE schemes are classified
as bitwise and word-wise as we mentioned in Section 1. The basic operations



of bitwise schemes are logic gates, whereas the basic operations of word-wise
schemes are addition and multiplication. In this paper, we focus only on word-
wise FHE schemes, and the terminology FHE refers to word-wise FHE.

An FHE scheme can be represented by a quintuple of probabilistic polynomial-
time algorithms, denoted by FHE = (KeyGen, Enc, Dec,
Add,Mult), which are defined as follows:

e KeyGen(params) — (pk, sk, evk); This algorithm takes a parameter params,
which is determined by the security parameter A and the multiplicative
depth L, and outputs a public key pk, a secret key sk, and an evaluation
key ek.

e Enc(pk,m) — ¢; This algorithm takes a message m € P and a public key
pk as inputs, and outputs a ciphertext ¢ € C, where P and C denote the
plaintext space and the ciphertext space, respectively.

e Dec(sk,c) — m: This algorithm takes a ciphertext ¢ € C and a secret key
sk as inputs, and outputs a message m € P.

e Add(cy, c2, evk) = cqqq; This algorithm takes ciphertexts ¢; € C and ¢ €
C of plaintexts m1 € P and mo € P, respectively, with an evaluation key
evk as inputs, and outputs a ciphertext c,qq € C of mq + mao.

e Mult(cy,ca, evk) — c¢mur; This algorithm takes ciphertexts ¢; € C and
co € C of plaintexts m; € P and my € P, respectively, with an evaluation
key evk as inputs, and outputs a ciphertext ¢, € C of my1 - mo.

The computational efficiency of an arithmetic circuit f in an FHE scheme
is primarily determined by its computational complexity, which corresponds to
the number of multiplications, and its multiplicative depth. Therefore, mini-
mizing these parameters is essential for achieving practical performance. In the
remainder of the paper, we will concentrate on the non-scalar multiplicative
depth and computational complexity, disregarding the number of additions and
scalar multiplications in our analysis of computational efficiency.

2.2 Iterative Process

An iterative process is a computational technique used to refine an initial guess
solution value x; until a terminal condition is met. Convergence rate and at-
traction basin, which denotes the range of initial values that converge, are im-
portant properties of any iterative process. Examples of well-known iterative
processes include the Goldschmidt’s division algorithm [20] and the Newton-
Raphson method [1].

In an iterative process of the form z,4+1 = f(x,), where z, = f(zg) and the
subscript ”fp” denotes the “fixed point”, or convergence point, of f, the sequence
xp, (n > 1) starting from z1 converges to the true solution xf, provided that the
initial guess x; lies within the convergence region. Since f is not restricted to
be linear, the commonly used notion of spectral radius is not applicable.



3 Adaptive successive over-relaxation method

The adaptive successive over-relaxation (aSOR) method introduced in this work
is based on the conventional successive over-relaxation (SOR) method [42, 15],
which aims to improve the convergence of iterative processes (as discussed in
Section 2.2) by scaling the input using a relaxation factor k (often denoted as
w in literature). The SOR method is typically used for faster solving of linear
systems of equations in the form Ax = b, where the relaxation factor remains
constant across iterations. The focus of this work is on non-linear scalar valued
iterative processes with variable relaxation factor k;, where ¢ denotes an iteration
number. All values of k; are predetermined, and no just-in-time decisions are
made based on the output of any particular iteration.

Consider the function f(z) = x(2 —x) as a simple example, where the input
range is 21 € [e,1] for 0 < € < 1. The functional composition of the example
function can be denoted as z3 = f(f(z1)) = f®(x1), and more generally,
Tpy1 = ™ (21). Tt is clear that lim, o f"(x) = 1, and the fixed point of f
is wg, = 1. We can call this function as the "almost sign” function because it
makes any positive number 0 < z < 1 converge to unity, although it does not
work for negative numbers. The discussion of this particular function is still
useful for its application in Goldschmidt’s division algorithm, as discussed in
Section 4.2.

Increasing the value of n leads to an increasingly better approximation, as il-
lustrated in Figure 2 (Left). We will restrict the initial input range to x; € [e1, 1],
where €; < 1 and the subscript ¢ indicates the iteration number. Consequently,
the input range for the i’th iteration can be defined as x; € [e;,1]. Also, it
is helpful to reinterpret this problem in terms of shrinking input ranges. For
every pair of ¢ and j with 0 < ¢ < j, we aim to have a narrower input range
z; € [g;,1] compared to x; € [g,1], where ¢; > ¢;. The narrowing of the
input/output interval is achieved through iterative evaluation.

Instead of directly evaluating f(z), the idea lies in computing f(kz) even in
the first iteration such that,

f(k1z1) € [min(f(kier), f(k1)), 1],

which is also the input range for the next iteration. That is, the idea of aSOR
iterative composition is to evaluate,

Tn = f(knflmnfl)
= f(kn—lf(kn—ZEn—Q))
= f(kn—1f(... [(f(k1z1)))).

In general, the optimal relaxation factor k may differ for each iteration, and
can be determined as follows:

ki = arg maxmin(f(kie;), f(ki))]-

i

The relaxation factors k; are to be chosen such that the output range constricts
maximally at each iteration i¢. And this process yields the array of optimal
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Figure 2: Left: Composite evaluation of “almost sign” f(x) = (2 — x) function
for various n values. Right: Illustration of shrinkage of minimal input value
e for increasing n with normal evaluation (blue) and aSOR method (orange).
n = 0 corresponds to the initial input with ¢; = 2710,

k;. For the specific example given, the maximum criterion is achieved when
f(e;) = f(kie;) or ki = 2/(e;+1), as shown in Figure 3. Selecting the maximally
optimal relaxation factor for each iteration is the core idea of aSOR method.

Assuming an initial input range floor of €; = 271° and considering n itera-
tions to evaluate the function f, Figure 2 (Right) demonstrated the accelerated
input range shrinkage achieved by the aSOR method in comparison to nor-
mal evaluation. As can be observed, the difference between the two methods
increases naturally with larger values of n.

We can now formalize the aSOR method and the necessary conditions for
any iterative function f.

Definition 1 (Fixed point) Given a function f, a fized point is the “conver-
gence point” of the iterative evaluation for f which can be achieved by xg, =
limy, 00 f*(x) for some small but finite € > |x — xgp).

Definition 2 (Attraction basin) Given a function f, the attraction basin is
defined as a mazimal contiguous range x € [a,b] such that xg, = lim, o f"(2)
where a < xg, < b.

Assuming that x; € [a1,b1] C [a,b] is the expected input range at the first
iteration, it implies that the initial expected input range is strictly narrower than
the maximally allowed range (or the attraction basin). The iterative process can
be interpreted as an array of intervals,

[an;bn] C [an—hbn—ﬂ c---C [alabl] C [aab]a
where [aiy1,bi11] = f([ai, bi]),

lim a, = lim b, = zg,.
n— oo n— oo



Table 1: Example of sign approximation without aSOR
i 0 1 2 3 4 5 6

z; -0.25 -0.36 -0.52 -0.71 -0.89 -0.98 -0.99

Table 2: Example of sign approximation with aSOR
i 0 1 2 3

k; - 151 1.28 1.06
z; -0.25 -0.54 -0.87 -0.99

As long as [k;a;, kib;] C [a,b], such k; can be used without ruining the
convergence criteria. We can compare the results of the ¢-th iteration with and
without the relaxation factor k; as follows:

f(ai, bi]) = [@it1,bi41]
f([kiai, kibi]) = [a§+1ab§+1]-

If [@i+1,0/i4+1] C [aitr1,bi11], then the relaxation factor k; is considered
valid as it accelerates the convergence. Empirically, k; > 1 and generally,
lim, ,o k, = 1. The aSOR method chooses an optimal k; at each iteration
such that

ki = argmax(cip1 — i), (1)

i

/ / / : /
where ¢;y1 = bj11 — a1 and ¢ = bj, 1 — aj, with c;11 > ¢y .

4 Applications of aSOR method

We will demonstrate the aSOR method using several exemplary non-linear func-
tions, including comparison, inversion, square root, and reciprocal of m-th root.
Since only additions and multiplications are available as primitive operations
in word-wise FHE schemes, non-linear functions cannot be evaluated directly.
Instead, non-linear functions are approximated via polynomials. In practice,
Goldschmidt’s division algorithm [20] and Newton-Raphson method [37] are
widely used for this purpose.
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Figure 3: Graphical illustration of finding the optimal k;. (a) when k; = 1,
€ir1 = f(e;) < f(1) = 1. (b) when k; is chosen so that €;41 = f(ke;) < f(ki) <
1, larger k; makes €;,1 larger. k; is chosen too small. (c¢) when k; is chosen so
that €;41 = f(k;) < f(kie;) < 1, smaller k; makes €; 41 larger. k; is chosen too
large. (d) when k; is chosen so that €41 = f(ke;) = f(ki) < 1, we can get
the largest €;11 while maximally reducing the number of needed iterations. k;
is optimal.

4.1 Sign, Comparison and ReLU

For the sake of simplicity, we define a comparison function Cmp and a sign
function Sgn: for a,b € R,

1 ifa>"b
Cmp(a,b) =< 1/2 ifa="b
0 ifa<b
1 ifa>b
Sgn(a—b)=<0 ifa=0b
-1 ifa<bd

Note that Cmp does not satisfy linearity and it can be obtained from Sgn

since
Sgn(a—b) +1

2
With an additional multiplication after comparison evaluation, ReLU can be
easily obtained via ReLU(z) = «x - Cmp(z;, 0).

Cmp(a, b) =



Algorithm 1 RelaxationFactor(f, a, ¢)
INPUT: a polynomial f(z), z € [e,1], a,e € RN 0, 1]
OUTPUT: a list of the relaxation factors

€1 < €cand 7+ 1
K+
while 1 —¢; > 27% do
ki = arg maxy, [min(f (ki€;), f(ki))]
append k; to K
€iv1 < f(ki)
t—1+1
end while
return K

In [7], they constructed a set of composite polynomials to approximate the

sign function. We use
1
f@) = —55° + 3z )

which shows the best performance within the set of polynomials in [7] when
applying the aSOR method.

The input range for the sign function is « € [¢, 1], and the composition pro-
cess is repeated for n iterations until the convergence criteria 27% is met. That
is, the iterative composition ;41 = f(x;) is repeated n times until |f(z, 1) —
Sgn(x)| < 2. In other words, given the initial input range ¢ < z; < 1 (or
equivalently for negative input —1 < x; < —e, as Equation 2 is an odd func-
tion), we expect the final output range to be 1 — 27%* < x,.1 < 1. Similar
convergence criteria will be used the rest of the non-linear functions too.

To apply the aSOR method for the sign function, we first need to pre-
calculate the relaxation factors k; with 1 < i < n as given in Algorithm 1.

Specifically, to get the k; for Equation 2, the maxima criteria occurs at
ki = /3/(e + € + 1). Next, we can immediately apply this method perform a
faster sign function as given in Algorithm 2. Numerical evaluations are given in
Table 1 and Table 2.

4.2 Inversion

Goldschmidt’s Division Algorithm Goldschmidt’s [20] division algorithm
is a well-known algorithm to perform a division operation by iterative multipli-

10



cations. More precisely, for = € (0,2) the inversion could be interpreted as,

1 1
z 1—(1-2)
14+ (1 -2
1—(1-2)2

(1+(1—2)1+ <1—m>21>
1-(1-2)%

A+ (-a) -+ -2
B 1—(1-2)*" (3)

and the denominator converges to 1 for a large enough n. Thus, by computing
and multiplying (1 +(1- x)y) iteratively, we can approximate 1/x. The au-

thors in [10] proposed a new method for computing inversion via Goldschmidt’s
division algorithm. For x € (0,2), Equation (3) implies that an approximated
value of 1/x can be obtained by

lj(l—i- 1- 1) )

They prove that for x € [27™,1) their construction required ©(log a + n) itera-
tions to converge to 1/x with an error bound of 2¢.

Instead of taking their approach, we take a different formulation of Gold-
schmidt’s division algorithm. Let a; and b; be denominator and numerator after
1 iterations, respectively. Then,

aizl—(l—x)Qi

n

b= (1 +(1- x)T‘l)

=0

and a;41 can be re-written as

aiy1 =1—(1— x)QiH

:(1417“@) )(1+(17:v) )
=a;(2 — a;) (4)

11



Algorithm 2 Sign(x, o, €)
INPUT: z € [-1,—€]U[e, 1], o,e e RN [0, 1]
OUTPUT: an approximate value of 1 if z > 0, -1 if z < 0 and 0 otherwise

f + Equation 2.
€1 < ¢ecand i1+ 1
K + RelazationFactor(f,a,€)
while 1 —¢; > 27% do
k; < i-th element of K
x + f(k;x)
€ir1 < f(ki)
14—1+1
end while
return

—_
=

Similarly, b; 11 becomes

n

b =L (1+ (- 2)")

=0
- (1 +(1- x)T) ﬁ (1 +(1- g;)T"l)
=0
=b;(2 — a;).

When a; is close to 1, b; is close to 1/x. Therefore, Goldschmidt’s inver-
sion algorithm — Equation 4, for input z € R can be re-expressed as evaluating
f(z) = x(2—ux) iteratively. This function is similar to f,(z) used in the previous
section: both functions get through the origin (0, 0) and (1, 1) and monotoni-
cally increase for 0 < x < 1 and monotonically decrease for x > 1. Hence, the
relaxation factor idea can also be utilized with f(z) = 2(2 — z). It then follows
that,

bit1 = kibi(2 — kia;)
ai+1 = k1a1(2 — klal)

where a7 = x, y; = 1, and k; is an relaxation factor for the i-th iteration of the
composite evaluation.

This relaxation factor can also be computed by Algorithm 1. That is, once a
set of k; for particular €, @ are computed there is no need for repeat calculations.
This has been summarized in Algorithm 3.

4.3 Inverse Square Root and Square Root

Goldschmidt’s inverse Square Root Algorithm Goldschmidt’s inverse
square root algorithm is a numerical method achieved by iterative process. This

12



Algorithm 3 Inverse(a, €, z)
INPUT: z € [¢,1], a,e e RN [0, 1]
OUTPUT: an approximate value of 1/x

1 f+ 2(2-2)

2: €1 candi <+ 1

3 a<x

4: b«+1

5. K < RelazationFactor(f, a,e€)
6: whilel —¢; >27% do

7: k; < i-th element of K
8: b+ k‘,b(2 — kia)

9: a < kia(2 — k;a)
10: €i+1 < k1(2 — kz)
11: 141+ 1
12: end while
13: return b

algorithm utilizes composable f(z) = x(3 — x)?/4 that converges to 1 for the
input range of (0,1]. This composite function also gets through the origin (0,
0) and (1, 1) and monotonically increases for 0 < z < 1 and monotonically
decreases for x > 1. Therefore, aSOR is to be applied here similarly. In Al-
gorithm 1, the optimal relaxation factor k; can be achieved by finding the first
positive k; that satisfies f(k;e;) = f(k;).
Formally, similar to the Goldschmidt’s algorithm,
1 1 (3-— a0)2 /4 b%

; B ;0 - a0(3 —CL())2/4 - aiq
:b2 (3 a1)2/4 _b2b2
( —al) /4 a9
4 b2
:beQ% _beQ 3
"2 a5(3 —a2)?/4 as

(3—0,n 1)2/4
an 1( — Qp— 1) /4

=202 b2 b2 b (H bi ) (5)
1 n
N H b; (6)

When a,, converges to 1, []!" b; converges to f according to Equations 5 and 6.

=022 b2 b2

If a, converges to 1 faster via relaxation factors k;, Hl b; will also converge

13



to % For the sake of completeness, the procedure of applying the relaxation
factor for such iterative process is given below,

1 1 - k0(3—k0a0)2/4 _ﬁ

T N ap B koa0(3f k0a0)2/4 N ai
_ o B -ka)?/4 505

B 1k1a1(3—k1a1)2/47 1a2
b3

2 k2(3—k2a2)2/4 :b%b%*

= b%bQ
]{720,2(3 - k2a2)2/4 as

kn7 (3 - knflan—l)2/4
b2b2 ... b2 b2 -
192 P ey a1 (3 — kpo1ap-1)?/4

2
b2 - b2 n
=12 n 2an ~ (H bi> . (7)

The algorithm is given in Algorithm 4.

Goldschmidt’s Square Root Algorithm Since /z = z//z, we can readily
reuse the previous algorithm with minimal modification as,

1 n
Vi~ 1lb
\/Ezaiﬁbi.

The algorithm is also given in Algorithm 4, with a slight modification that b < x
for square root calculation.

4.4 Reciprocal of m-th root

Newton-Raphson Method Newton—Raphson [1] method is a root-finding
algorithm that returns approximate roots of a polynomial. Given a function
g defined over x € R, and its derivative g’, we begin with a first guess y;
for the root of the function g. A better approximation for the root is yo is

Yo = Y1 — 5,((3;11)). Geometrically, (y1,0) is the intersection with the z-axis of the

tangent to the graph of f at (y1,¢(y1)). The process is repeated as

Yit1 = Yi — 5,((?22)) = f(vi)

until a sufficiently accurate value is reached. In this paper, we utilize such an
. . . . . 1
iterative procedure to approximate reciprocal m-th root of x, that is, z 7.

14



1

Let g(y;) =y; ™ — x, by Newton-Raphson’s method, we have

9(yi)) ((m +1) —ay
il - 1

9'(yi) m

This iterative process can be repeated with a starting value of y; = 1 to
obtain increasingly better approximations to x 7 However, we cannot blindly
apply the relaxation factor yet as this function f does not pass through (1,1)
for an arbitrary input x.

We can overcome this limitation by introducing a dummy intermediate vari-
able z; = xm -y; which changes the iterative updating rule to (from Equation 8),

, <(m+1)xy;n>

1 1
TmYip1 = T™mY;
m

— f(z).

Here, f(x) converges to 1 for the input range of (0,1]. This composite function
also passes the origin (0, 0) and (1, 1); monotonically increases for 0 < z < 1;
and monotonically decreases for « > 1. Therefore, aSOR can be applied here
similarly.

If the range of x is given as 0 < ¢; < z < 1, then T € [elﬁ,l] and

Yi+1 = Yi —

) o (3)

21 € [elﬁyl, y1] as z; = zm y;. If y1 = 1, then the minimum range limit of 27 is
€ = 61% and the maximum range limit of z; is 1, which is similar to the sign
function with the range of [¢f, 1]. This enables us to use relaxation method for
the reciprocal of m-th root.

The relaxation factor k; for each i-th iteration can be computed so that
f(kieZ) = f(ki), and y;r1 = kiyi((m + 1) — x(kiy;)™)/m. After n iterations of
composite polynomial, y, can be finally calculated where n is pre-determined
by «. This has been summarized in Algorithm 5.

5 Performance Analysis

Importantly, the methods described in this work are not tied to CKKS [9] or
even FHE in general. To our knowledge, CKKS happens to be the most efficient
scheme for the described aSOR method. We will briefly provide reasons on why
aSOR method could implemented efficiently with CKKS in the following section.

5.1 CKKS Scheme and Scale Adjustment

CKKS scheme [9] and its RNS variant [8] are the state-of-the-art FHE schemes
that support approximate arithmetic for addition and multiplication operations.
CKKS scheme encodes a raw data vector into a plaintext cyclotomic polynomial
and then encrypts the encoded plaintext using the RLWE (Ring Learning with
Errors) cryptosystem [32].
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Algorithm 4 (Inverse)SquareRoot(z, o, €)
INPUT: z € [¢,1], a,e e RN [0, 1]
OUTPUT: an approximate value of 1/x

L f«2(3-2)72/4

2: €1 candi <+ 1

3 a< T

4 bz

5: b« 1 (In case of inverse square root)
6: K < RelaxationFactor(f, o, €)
7: while 1 —¢; > 27 do

8: k; < i-th element of K

9: b Vkib(3 — k;a)/2
10: a < kja(3 — k;a)?/4
11: €11 k1(3 — k1)2/4
12: 1 1+1
13: end while
14: return b

One of the main challenges of the CKKS scheme is the approximation error
that is inherent to almost every operation in the scheme [14, 26]. The CKKS
scheme introduces several sources of error including encoding, encryption, rescal-
ing, and relinearization errors. The CKKS error analysis and its impact on the
aSOR method are presented in Appendix B.

The CKKS scheme uses fixed-point arithmetic. A data vector is scaled with a
large integer, called the scaling factor A, and then rounded to the integer before
the encryption. When two data vectors encrypted with the CKKS scheme are
multiplied homomorphically, the scaling factors of the two are also multiplied.
This scaling factor should be reduced to the original value by using the rescaling
operation. Each encoded plaintext can be interpreted as an integer vector x,
which could also potentially overflow just like machine integers, divided by its
scale A. As a mental analogy, it is helpful to imagine a ciphertext as x/A.

The scale of a ciphertext can be modified as follows:

X/Al x k :X/A2.

This scale adjustment results in an efficient multiplication/division of the ci-
phertext by a scalar k, which consumes no depth and could potentially reduce
the scale at the same time. This is extremely similar to machine bit-shifting
for fast multiplication/division by the powers of two. Therefore, such multipli-
cations by a relaxation factor k£ can be done nearly free of computational cost,
which is why this method works so well for this particular FHE scheme.

We believe that this method has not been explored before in other fields due
to the requirement of multiplication by a constant factor k&, which can sometimes
be as computationally expensive as running an additional iterative evaluation
loop.
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Algorithm 5 ReciprocalRoot(z, m, a, €)
INPUT: z € [¢,1], a,e e RN [0, 1]
OUTPUT: An approximate value of z

f e 2((m+ 1) = 2m) /m

€1 < ¢cand i<+ 1

y+1

K + RelazationFactor(f,a,€)

while 1 —¢; > 27% do
k; < i-th element of K
y < kiy((m+1) — x(kiy)™)/m
€it1 < ki((m+1) — k") /m
14 1+1

end while

11: return y

=
=
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Figure 4: Comparison of the scale management of naive method and proposed
method to compute f(z) = kx? when k = 1.5. c.c.m. : ciphertext-ciphertext
multiplication, c.p.m. : ciphertext-plaintext multiplication, a.s. : adjusting
scale r.s. : rescaling, w.s. : upscaling by 2!. (a) Without scale adjustment
(b) With scale adjustment (¢) With scale adjustment by pre-selected prime
modulus.

CKKS scale management becomes more involved as it is now necessary to
decide on the optimal rescaling moduli, based on the pre-calculated array of k;
values with the scale adjustment in mind. In the most optimal scenario, the
scale should be always rescaled back to the “waterline level” (defined as the
lowest scale without loss of significant bits [31]) after each iterative evaluation
to maximally suppress growth of the error bits in the ciphertexts.

Such scale adjustment might seem to come at the cost of having haphaz-
ard scales across ciphertexts. However, after performing any of the operations
discussed before, the scale could be brought back to an arbitrary level via multi-
plication by unity of the needed scale. Such upscaling when necessary has been
used before in CKKS compilers such as HECATE [31]. Ideally, our methodology
should be embedded within a CKKS circuit compiler, where the compiler would
automatically decide on the most optimal rescaling moduli to perform aSOR
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Figure 5: Summary of depth results for basic non-linear functions.

optimally.

As an example, let us imagine a computation of f(x) = k2? with k = 1.5
for the sake of compatibility of the presented algorithms but the value of k, in
principle, does not matter. Let us also assume that the scales, waterline scale,
and the rescaling moduli are all equal to 23° and the x ciphertext starts at
level 0 (assuming increasing level convention as we progress further along the
computation). Naive computation of f would require two rescaling operations
and hence at least two levels (equivalent to computing 2?) as illustrated in
Figure 4 (a).

As shown in Figure 4 (b) and (c), the calculation could be carried out more
efficiently with scale adjustment via the following steps:

2

1. Calculate square(z) = x2: scale 2°° and level 0.

2. Adjust the scale of square(z) = z2 by log, 1.5 = 0.585 to complete the
calculation of kz?: scale 260/ log, 1.5 = 259415 and level 0 (rescaling now
would result in loss of significant bits as the result would fall below the
waterline scale).

3. Upscale by multiplication of nearest integer scale unity 260=59-90 to make
the resulting ciphertext to have the scale 260415 Alternatively, the rescal-
ing modulus could be chosen to be around 22415 to exactly match the
needed rescaling value — Figure 4 (b) and (c); this would be even more
efficient as we would not need perform cipher-plain multiplication.

230.415

4. Apply relinearization and rescaling: scale and level 1.

Performing this “scale trick” not only reduces the number of rescaling op-
erations but could potentially remove one multiplication (if the next rescaling
modulus is chosen accordingly) resulting in a much more efficient calculation
overall. Additionally, if the values of k£ are comparably large with rescaling
moduli, this methodology could effectively “rescale” ciphertexts without explic-
itly performing the rescaling operation honestly.
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Figure 6: Summary of time results for basic non-linear functions.

5.2 Benchmarks of Basic Non-linear Functions

Our experiments were conducted on Linux Ubuntu 18.04.6 using AMD EPYC
7502-32 CPU. We used CKKS scheme implemented in Microsoft SEAL library [34]
with the highest polynomial degree of 2'7 and the initial scale A = 249, In the
experiment, we compare our algorithm to the previous work using three criteria:
1) the number of iterations, 2) the required multiplicative depth, 3) the compu-
tational complexity, and 4) the computational time in encrypted state. In this
section, we will consider € = 27% to make the same precision of input and out-
put of all operations. The results are concisely summarized in Table A.1, where
Depth indicates multiplicative depth, and Complexity indicates computational
complexity. All of the metrics tend to show better improved with increasing o
value.

The baseline of our benchmarks is Cheon et al.’s works [10] and [7] as they
reviewed a large set of functions while being simple in implementation. Multi-
plicative depth benchmarks are summarized in Figure 5, and time benchmarks
are summarized in Figure 6. Complete benchmarks are given in Table A.1 to
avoid visual clutter.

Comparison Figure 5 (a) shows the multiplicative depth comparison results
for comparison function. The time in Figure 6 (a) is not amortized, i.e to
get the amortized time per ciphertext slot the time should be divided by 2'6.
Algorithm 2 outperforms the previous work in all metrics — Table A.1. The
multiplicative depth and the number of multiplications are both reduced, indi-
cating a no-compromises improvement. Generally, the aSOR method reduces
the computation time by about 6-9 times — Figure 6 (a).

Lee et al. [29] showed a similar performance improvement to this work, but
they focused only on the comparison function. Additionally, their work requires
sophisticated pre-calculations using dynamic programming.

Inversion Figure 5 (b) and Figure 6 (b) show that inverse operation is im-
proved in depth, time and the ratios have a tendency to increase as « increases.
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Goldschmidt Square Root Figure 5 (c¢) and Figure 6 (c) show that our
method improves Goldschmidt Square Root algorithm in depth and especially
in computation time considerably; almost 4 times faster when « is 6, which
increases to about 8 times faster when « is 13.

Goldschmidt Square Root and Inverse Square Root are mostly the same
algorithm except that they have a different initialization stage (Algorithm 4).
Depth and time comparisons are given in Figure 5 (d) and Figure 6 (d).

Goldschmidt and Newton Raphson Inverse Square Root Figure 5 (e)
and Figure 6 (e) compare the performance of aSOR for Inverse Square Root op-
eration. Our method reduces the computation time significantly when applying
it to both inverse square root algorithms — 4-9 times faster.

While Goldschmidt algorithm shows the better performance in complexity,
Newton-Raphson method outperforms it in depth and time. For FHE applica-
tions, it is suggested to use Newton-Raphson method as it consumes less depth
which is very much desirable in practice — Table A.1.

5.3 Applications

The methodologies developed in this work can be readily applied to various
functions. Since word-wise FHE schemes are natively compatible with addition,
subtraction and multiplication, the importance of an efficient methodology to
perform the division operation alone (Algorithm 3) cannot be overstated. The
following subsections demonstrate the possible applications of the presented
methods in this paper.

Softmax The softmax function takes in a vector of real numbers and outputs
a valid vector of probabilities. For a vector X = (z1,..., ), softmax is defined

as,
softmax(X) = ;(exp(xl), exp(x2),...,exp(xs)).

7
> iz exp(zi)

In order to approximate the exponential function, we utilized the elementary

definition of exp(x) [11] as,

. 1 T\ " 1 xN\2"

exp(e) = Jim (1+7)7 =~ (1+5)

Next, the inverse function can be approximately computed via Goldschmidt’s
division algorithm (Algorithm 3). Almost a two-fold improvement over the
previous methodology [23] has been achieved as shown in Table 3 (3 classes,
a=2"" =279 2715 2729 per column).

Max pooling Max pooling is a common operation typically found in convo-
lutional neural networks, which essentially reduces to computation of maximal
value among 2-dimensional array of pixels. For n distinct positive number of
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Table 3: Summary of results for Softmax
Softmax range [—3,3] [-5,5] [-10,10]

Depth 17 29 46
Ref [23]  complexity 30 49 68
Ours Depth 12 20 29
Complexity 20 31 34

Table 4: Summary of results for Max Pooling
Filter size 2x2 3x3 4x4

Depth 42 52 59
Ref [11] Complexity 122 217 336
Ours Depth 27 32 36

Complexity 92 177 290

pixels (a1, as, ..., an), the maximal value max(ay, as, ..., a,) could be calculated
using the following identity [23],

lim

a¥ | 1, if a; is maximal.
k—oo af + -+ ak

0, otherwise.

For this application k = 27, o = 277, € = 1/255 were chosen to demonstrate
the potential improvement in both complexity and depth of the algebraic circuits
as shown in Table 4.

6 Conclusion

We propose adaptive successive over-relaxation method (aSOR). aSOR method
derives inspiration from the usual SOR method and implements adaptive (vary-
ing) relaxation factor to always have the greatest impact on the convergence.

To our knowledge, the methodology performs the best when used in tandem
with FHE schemes such as CKKS due to the fact that constant multiplications
could be performed at practically free of computational cost. We have used
SEAL library implementation of the CKKS scheme and performed our bench-
marks using various input/output precision specifications. With CKKS scheme
we find that the overall improvement of evaluation of the non-linear functions
is around 2 to 9 times in terms of execution time.

Concrete and ready-to-use evaluation algorithms are presented in detail for
sign, (inverse) square root, and negative inverse power functions. Given the to-
day’s needs for privacy preserving solutions for real-world applications in statis-
tics, machine learning and other disciplines, such ready-to-use algorithms are
crucial for usage of FHE in industrial and practical applications.
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A Detailed benchmarks

Detailed performance metrics for all the algorithms presented in this work are
listed in Table A.1.

B CKKS error analysis
Following Section 3, the iterative operations of

f(lens 1)) = [ent1, 1]

could incur errors during encryption and evaluations in CKKS scheme.

We adopt the notation of some distributions from [8, 9]. For a real o > 0,
DG (0?) samples a vector in Z¥ by drawing its coefficient independently from the
discrete Gaussian distribution of variance 0. For a positive integer h, HWT(h)
is the set of signed binary vectors in 0, =1 for which Hamming weight is exactly
h. Next, [, B;,v; denote a level, an upper bound on the message m;, and the
noise of the encrypted message m; respectively.

Let us call gene, gadd | gmul " gks - g1s a9 maximal absolute errors which could
occur during encoding and encryption, addition, multiplication, key switching
(for relinearization and rotation), and rescaling respectively during the n-th
iteration. Then, the errors can be defined as follows [9]:

£ = 820N + 60V N 4 160VhN
£ =By + By
5;:“11 = 1/132 + l/zBl + BlBQ
‘ 8 . Q 8
ES =B+ —=No<\I2+1+ (k+1)(V3N + —=VhN
AP (k+1)( 7 )

EF =q "B+ V3N + %\/h]\f

The size of errors can be managed by choosing a proper FHE parameter set.

For convenience, let us denote &, as the total error per iteration (€525 = 0).
To completely guarantee the correctness of our algorithms in this work, the
input ranges could be conservatively redefined as,

[6n+1, 1] — [6n+1 — gn, 1+ gn]

This range needs to re-normalized to [e, 1]-like form before proceeding with the
next iteration. To do so, this range is divided by the maximum value 1+ &,

such that
€n+1 — gn 1
1+&,

is the new range. We can re-define a new minimum input value as,

/ _ En41 — En
6'rL—i-l - 1+ g )
n
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and proceed with the next n + 1-th iteration as usual. In practice and in this
work, such precautious measures are not necessary when the ¢; values are suffi-
ciently large.
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Table A.1: Summary of benchmark results for basic non-linear functions

« 6 7 8 9 10 11 12 13

Iterations 12 14 16 18 20 22 24 26

Sign algorithm as in [7] Depth 24 28 32 36 40 44 48 52

gn alg Complexity 24 28 32 36 40 44 48 52
Time (s) 27.0 40.7 55.9 74.0 97.0 133.0 159.0 208.0

Iterations 6 7 8 9 10 11 12 12

Algorithm 2 Depth 12 14 16 18 20 22 24 24

Sign Complexity 12 14 16 18 20 22 24 24
Time (s) 44 6.3 8.5 11.7 16.0 20.2 26.9 26.9

Iterations 9 10 11 12 13 14 16 16

. Depth 9 10 11 12 13 14 16 16

Goldschmidt 1/z [10] ) oty 9 10 11 12 13 14 16 16
Time (s) 4.2 5.1 6.8 8.4 10.3 12.7 18.2 18.2

Iterations 5 6 6 7 8 8 9 9

Algorithm 3 Depth 5 6 6 7 8 8 9 9

Inverse Complexity 5 6 6 7 8 8 9 9
Time (s) 1.2 1.8 1.8 2.5 3.3 3.3 4.4 4.4

Iterations 7 8 9 11 12 13 14 15

. Depth 14 16 18 22 24 26 28 30

Goldschmidt v/ Complexity 14 16 18 22 24 26 28 30
Time (s) 10.4 14.7 20.0 35.2 50.9 66.0 72.0 79.0

Tterations 4 5 5 6 6 7 7 8

Algorithm 4 Depth 8 10 10 12 12 14 14 16

(Inverse)SquareRoot Complexity 8 10 10 12 12 14 14 16
Time (s) 2.7 4.4 44 6.7 6.7 10.4 10.4 14.9

Iterations 7 8 9 11 12 13 14 15

. Depth 14 16 18 22 24 26 28 30

Goldschmidt 1/y/z Complexity 14 16 18 22 24 2 28 30
Time (s) 9.9 12.9 19.1 32.2 45.7 67.0 80.0 94.0

Iterations 4 5 5 6 6 7 7 8

Algorithm 4 Depth 8 10 10 12 12 14 14 16

(Inverse)SquareRoot Complexity 7 9 9 11 11 13 13 15
Time (s) 24 41 41 66 66 9.8 9.8 12.8

Iterations 6 7 8 9 11 12 13 14

Depth 12 14 16 18 22 24 26 28

Newton-Raphson 1/v 0 ety 18 21 24 927 33 36 39 42
Time (s) 6.2 9.0 12.1 16.1 24.9 33.4 43.5 54.3

Tterations 3 4 4 5 5 6 6 7

Algorithm 5 Depth 6 8 8 10 10 12 12 14

ReciprocalRoot Complexity 9 12 12 15 15 18 18 21
Time (s) 1.5 2.6 2.6 4.1 4.1 6.2 6.2 9.0
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