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Abstract. We consider the multi-user security under the adaptive corruptions and key leakages
(MUc&l security) for lattice-based signatures. Although there exists an MUc&l secure signature
based on a number-theoretic assumption, or a leakage-resilient lattice-based signature in the
single-user setting, MUc&l secure lattice-based signature is not known.
We examine the existing lattice-based signature schemes from the viewpoint of MUc&l security,
and find that the security of the Lyubashevsky’s signature, which is proven to have the ordinary
single-user security only, can be extended to the multi-user security even if we take the adaptive
corruptions and the key leakages into account.
Our security proof in the multi-user setting makes use of the feature of the SIS problem so that
a SIS instance is set to the public parameter and a reduction algorithm can set a public key with
a secret key in order to answer a corruption query. We also show that the entropy of the secret
key is kept under the bounded leakage with a high probability and then the leakage resilience
of signature holds.
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1 Introduction

The signature scheme is a fundamental cryptographic primitive that enables a signer to prove the
authenticity of a message. The security of the signature is widely studied. The most basic notion is
the existential unforgeability against the chosen message attack (EUF-CMA)[11] in which an adversary
cannot generate a forgery even if it can obtain polynomially many pairs of a message and a signature.
The original definition of EUF-CMA [11] considers the single-user setting, the adversary is required
to attack the signature with respect to a given challenge public key. However, the adversary can see
many public keys in the real world, and it is sufficient that the adversary produces a forgery with
respect to one of the public keys the adversary obtains. This situation is captured as the security in
the multi-user setting.

The formal security of signatures in the multi-user setting is also studied. [9] showed a generic
reduction from EUF-CMA, the security in the single-user setting, to the multi-user existential unforge-
ability against the chosen message attack (MU-EUF-CMA). However, the reduction is loose because
it suffers the security loss depending on the number of users. Kiltz, Masny and Pan [17] clarified the
relationship among security notions of the signature with respect to both the single-user setting and
the multi-user setting. They showed the tight security reduction from EUF-CMA to MU-EUF-CMA
in the random oracle model (ROM) [5], namely the security loss is independent of the number of users.
Their reduction employs the random-self-reducibility (RSR).

When we consider the security in the multi-user setting, we should take into account the corruption
of users unlike the single-user setting. Namely the adversary can obtain secret keys of users that the
adversary designates adaptively, and can use them on generating a forgery with respect to a public
key of an uncorrupted user. Such an attack and security is captured as the multi-user security under
the adaptive corruptions. For signature schemes, this security notion is defined as the MU-EUF-CMA
security under the adaptive corruptions (MUc-EUF-CMA). The signature schemes having MUc-EUF-
CMA security are studied in the literature [2,10,7,12,21,13,14].

The multi-user security under the adaptive corruptions divides users into two types: corrupted
users whose secret is fully revealed to the adversary and uncorrupted users whose secret is completely
hidden. As the intermediate users, we can consider users whose secret information is partially leaked.
This situation is captured by the multi-user security under the adaptive corruptions and key leakages.



Table 1. Comparison of properties among the known MUc-EUF-CMA secure signature schemes

Security Model Tightness Instantiations
[2] MUc-EUF-CMA Standard ✓ Matrix DDH
[10] MUc-EUF-CMA ROM ✓ DDH
[7] strong MUc-EUF-CMA ROM ✓ DDH, ϕ-Hiding
[12] MUc-EUF-CMA Standard Matrix DDH
[21] MUc-EUF-CMA ROM ✓ DDH, ϕ-Hiding, dCSIDH, Multi-Secret-LWE, LWE
[14] strong MUc-EUF-CMA Standard almost Multi-Secret-LWE+SIS
[13] strong MUc&l-EUF-CMA Standard almost Matrix DDH

[ours] MUc&l-EUF-CMA ROM ℓ2-SIS

Recently MU-EUF-CMA security under the adaptive corruptions and key leakages (MUc&l-EUF-
CMA) is introduced with a concrete instantiation [13]. In [13], an almost tightly MUc&l-EUF-CMA
secure signature scheme is proposed. The scheme is constructed based on the MDDH assumption [8]
and its MUc&l-EUF-CMA security is proven in the standard model. On the other hand, there are
signature schemes [7,21,14] based on cryptographic assumptions other than the MDDH assumption
if we consider the MUc-EUF-CMA security (namely without key leakage) only. Especially, the post-
quantum constructions [21,14] exist based on lattice assumptions. However, only the signature scheme
in [13] is the example of MUc&l-EUF-CMA secure signature and a post-quantum construction is not
known. We summarize the explanation of the known MUc-EUF-CMA secure signature schemes in
Tab. 1.

1.1 Our Contribution

In this paper, we aim to construct a lattice-based MUc&l-EUF-CMA secure signature, which remains
open as described above. The MUc&l-EUF-CMA secure signature of [13] is based on the publicly-
verifiable quasi-adaptive hash proof system (PV-QA-HPS), which is a new primitive introduced in
[13], and the quasi-adaptive non-interactive zero-knowledge proof (QA-NIZK) [15]. It is natural to
consider a lattice-based PV-QA-HPS and then to apply the framework of [13] to it. However, it seems
difficult to construct a PV-QA-HPS from a lattice assumption because a lattice-based construction
does not satisfy the exact correctness [14] due to the noise arising in a lattice problem. One solution
to address the problem is relaxing the requirement concerning the exact correctness. In fact, the
probabilistic QA-HPS is proposed in [14] which is a variant of QA-HPS relaxing the correctness, and
a lattice-based MUc-EUF-CMA secure signature is constructed based on a probabilistic QA-HPS. The
signature scheme satisfies the almost tight security in the standard model, however, it does not have
the leakage resilience. Thus we take another approach to construct a lattice-based MUc&l-EUF-CMA
secure signature. We directly consider whether or not the existing lattice-based signature schemes have
the multi-user security under the adaptive corruptions and key leakages. Fortunately, we find that the
security of the signature scheme by [20], denoted as Lyu, can be extended to the multi-user security
even if we take the adaptive corruptions and the key leakages into account. We briefly describe the
reason why our security proof works.

In [20], the ordinary EUF-CMA security (in the single-user setting) is proven in the ROM under
the short integer solution (SIS) assumption. On a given SIS instance matrix A ∈ Zn×m

p of row size
n and column size m, the security reduction R constructed in [20] samples a secret key S ∈ Zm×m̃

p

of Lyu with small norm, and generates the corresponding public key T ← AS. Then, R invokes an
adversary A against the EUF-CMA of Lyu twice to obtain pairs (µ, σ) and (µ′, σ′) of a message and a
signature. By utilizing these pairs and the forking lemma [4], R finds a non-zero short vector v such
that Av = 0. The proof that v is non-zero proceeds by two facts (i) and (ii). The fact (i) states that
there exist at least two secret keys S, S̃ of the challenge public key T = AS = AS̃ with overwhelming
probability. This fact is used to guarantee that for the valid signatures σ and σ′ under the public key
T , at least one of S and S̃ induces that v is a non-zero vector. The fact (ii) states the upper bound for
A’s advantage to recognize which of S and S′ is selected only from the challenge public key T during
the EUF-CMA game. Namely, A can determine which of S and S′ is used with at most 1/2+ negl. In
particular, the latter result is proven by simulating the singing oracle without the secret key S and
utilizing the honest-verifier zero-knowledge property and the random oracle.

On extending the security reduction R to the MUc&l-EUF-CMA case, the key observation is that
R can select the challenge secret and public key pair by itself. Since a given SIS instance A is set to the

2



public parameter, not the public key, R can generate secret keys of all users with corresponding public
keys including the challenge secret and public key during the game, andR can naturally respond to any
corrupting oracle query and any leakage oracle query by A. Moreover, this feature helps us to prove the
fact (ii) above under our situation where the corrupting oracle and the leakage oracle are provided to
A. In the security proof, R samples secret keys {Sk}k for all K users independently and uniformly at
random. The independent sampling implies that the information about secret keys of the other users is
useless even when A can obtain these other secret keys from the corrupting oracle. In other words, we
do not need to consider the impact of the corruption of other users. Then we can proceed to the proof
in the same way as the single-user security and it means that the security loss can be independent
of the number K of users. We eventually show the fact (ii) under the condition that some bits of
the secret key Sk∗ are given to A, where k∗ indicates the target user. We evaluate the probability
that the entropy of the challenge secret key Sk∗ becomes 0 due to the leakage information. We can
show that such a probability can be negligible by selecting parameters appropriately. Concretely, the
probability that the conditional entropy is to be 0 can be 2−ρ by setting ρ so that ρ+nm̃ log2 p

2L = o(1)
for the length L of the secret key. This implies that Lyu is MUc&l-EUF-CMA secure under the leakage
of (1/2 − o(1))L bits of Sk∗ . Note that [18] discussed the (single-user) EUF-CMA of Lyu with key
leakage, however they did not give the details of parameter constraints.

We finally note the signing oracle simulation in the security proof. Concerning the simulation of the
signing oracle, [3,6] pointed out the incompleteness of the security proofs for most of the lattice-based
Fiat-Shamir signatures, including [20]. More precisely, such security proofs did not consider simulating
the singing oracle when it fails to respond to a query. To fix the incompleteness, they proposed a method
to simulate this failure case by employing the leftover hash lemma. We also evaluate the parameters
that make their method applicable to our case. Overall, the parameter settings are given in Tab. 2.

1.2 Related Works and Open Problems

There exist leakage resilient lattice-based signatures in the single-user setting [18]. [18] showed EUF-
CMA security under the key leakage for two lattice-based signature schemes which are based on the
SIS assumption and the LWE assumption, respectively. The SIS-based scheme is essentially the same
as the scheme of [20] and has a non-tight reduction in the ROM as well as ours. Since we show the
MUc&l-EUF-CMA security for the signature scheme, our result is just an extension of the SIS-based
scheme of [18] with the evaluation of the parameters.

In [18], the LWE-based scheme is also considered. They claimed the tight EUF-CMA security
under the key leakage for the scheme based on the leakage resilient lossy (LRlossy) ID scheme which
is defined as a variant of the lossy ID scheme [1]. Although their LWE-based scheme achieves the tight
security, it seems difficult to prove the multi-user security immediately. In the key generation of their
scheme, an LWE instance (A,T ) is set as the public key, whereas a SIS instance A is merely set as the
public parameter in Lyu. This suggests that our key observation explained above cannot be directly
applied to their LWE scheme. Thus an LWE-based MUc&l-EUF-CMA signature remains open.

In [14], an LWE-based signature scheme, which is almost tightly MUc-EUF-CMA secure, is pro-
posed. Their signature scheme does not have the leakage resilience since the building block probabilistic
QA-HPS does not have the exact correctness and then the framework of [13] cannot be applied to it. A
new variant of QA-HPS with the exact correctness which can be instantiated from the LWE assump-
tion in order to achieve a leakage-resilient signature from the LWE assumption is also an interesting
open problem.

2 Preliminaries

N, P, Z and R denote the sets of the natural numbers, the primes, the integers and the reals, respec-
tively. For any integers a ≤ b, we denote by [a, b] ⊆ Z the subset of integers x such that a ≤ x ≤ b. In
particular, [1, b] is simply represented by [b]. We set Z|d| = [−d, d] for d ∈ N.

For any probability distribution D over a set X, x←$ D means that x ∈ X is chosen according to
D. When D is the uniform distribution over a finite set X, x←$ D is simply represented by x←$ X.
|a| stands for the absolute value of a real a ∈ R, |X| stands for the cardinality of a set X, and |s|
stands for the length of a string s ∈ {0, 1}∗. We say that a function ϵ on λ ∈ N is negligible if for
any polynomial ν, there exists a natural number λ0 ∈ N such that for any λ ≥ λ0, it holds that
ϵ(λ) ≤ 1/ν(λ). The notation w/ prob. is abbreviated from “with probability”. PPT is abbreviated
from probabilistic polynomial-time.
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2.1 Lattices

For any p ∈ P, let Zp be the residue ring modulo p. We represent all the elements in Zp by using
Z|(p−1)/2|. For any x =

[
x1 · · · xn

]T ∈ Zn
p , the ℓ1-norm ∥x∥1 and the ℓ2-norm ∥x∥ are expressed as

∥x∥1 =
∑n

i=1|xi| and ∥x∥ =
√∑n

i=1|xi|2.

Discrete Gaussian distribution The Gaussian distribution centered by v ∈ Rm with the standard

deviation s is defined by Nm
v,s(x) = ( 1√

2πs2
)me−

∥x−v∥2

2s2 for any x ∈ Rm. In particular, when v = 0,
Nm

v,s is denoted by Nm
s . The discrete Gaussian distribution centered by v ∈ Zm with the standard

deviation s is given by Dm
v,s(x) = Nm

v,s(x)/N
m
s (Zm) for any x ∈ Zm, where Nm

s (Zm) =
∑

x∈Zm Nm
s (x).

For the discrete Gaussian distribution, the following lemma holds.

Lemma 1 ([19, Lemma 4.4 (2)]). For any vector z ∈ Zm and any real number s ≥ 3/
√
2π, it holds

that Dm
s (z) ≤ 2−m.

Rejection sampling We recap the rejection sampling [19]. For our purpose, we give a generalized vari-
ant. More specifically, the error probability considered in [19] was set concretely as 2−100, whereas we
treat this probability generally by involving new parameters. Therefore, we first prepare the following
auxiliary lemmas.

Lemma 2 ([19, Lemma 4.3]). For any v ∈ Rm, and any s, r > 0, we have

Prz←$Dm
s
[|⟨z,v⟩| > r] < 2e

− r2

2∥v∥2s2 .

Employing Lemma 2, we generalize [19, Lemma 4.5] in the following way.

Lemma 3. For any v ∈ Zm, for any positive α, α′, if s = α∥v∥, then we have

Prz←$Dm
s

[
Dm

s (z)

Dm
v,s(z)

≤ exp

(√
2α′

α
+

1

2α2

)]
> 1− 2e−α

′
.

Proof. We can obtain the following formula as in the proof of [19, Lemma 4.5].

Dm
s (z)

Dm
v,s(z)

= exp

(
−2⟨z,v⟩+ ∥v∥2

2s2

)
.

Applying Lemma 2 to the case where r =
√
2α′∥v∥s, The probability that |⟨z,v⟩| ≤

√
2α′∥v∥s is at

least 1− 2e−α
′
. Under the condition that |⟨z,v⟩| ≤

√
2α′∥v∥s, it holds that

Dm
s (z)

Dm
v,s(z)

= exp

(
−2⟨z,v⟩+ ∥v∥2

2s2

)

≤ exp

(
2
√
2α′∥v∥s+ ∥v∥2

2s2

)

= exp

(
2
√
2α′∥v∥s
2s2

+
∥v∥2

2s2

)

= exp

(√
2α′∥v∥
s

+
∥v∥2

2s2

)

= exp

(√
2α′∥v∥
α∥v∥

+
∥v∥2

2(α∥v∥)2

)

= exp

(√
2α′

α
+

1

2α2

)
.

⊓⊔
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Lemma 4 (Core of Rejection Sampling [19, Lemma 4.7]). For any set V , let h : V → R
and f : Zm → R be probability distributions. Let {gv : Zm → R | v ∈ V } be a family of probability
distributions. Assume that there exist a non-negative function ϵ : N→ R and a constant M ∈ R such
that for any v ∈ V ,

Prz←$f [M · gv(z) ≥ f(z)] ≥ 1− ϵ.

Then the followings hold for the following algorithms Real and Ideal:

– the statistical distance between the outputs of Real and Ideal is at most ϵ/M ; and
– the probability that Real outputs (z, v) is at least (1− ϵ)/M .

Real

v ←$ h

z ←$ gv

w/prob. min

{
f(z)

Mgv(z)
, 1

}
:

return (z, v)

Ideal

v ←$ h

z ←$ f

w/prob.
1

M
:

return (z, v)

From Lemma 4, we generalize the rejection sampling of [20, Theorem 3.4] as follows.

Lemma 5 (Rejection Sampling). Let T, α, α′ ∈ R, and let s = αT . We denote by h a proba-
bility distribution over Zm

|T |. We introduce the two algorithms Real and Ideal in Fig. 1. For M =

exp(
√
2α′/α+ 1/(2α2)), the followings hold:

– the statistical distance between the outputs of Real and Ideal is at most 2e−α
′
/M ; and

– Real successfully returns (v, z) with probability at least 1/M − 2e−α
′
/M .

Proof. We set f = Dm
s and gv = Dm

v,s. Lemma 3 implies that for any z ←$ Dm
s

Prz←$Dm
s

[
f(z)

gv(z)
≤ exp

(√
2α′

α
+

1

2α2

)]
> 1− 2e−α

′
.

Applying Lemma 4 to f = Dm
s , gv = Dm

v,s ϵ = 2e−α
′
and M = exp(

√
2α′/α+1/(2α2)), we can obtain

our lemma. ⊓⊔

ℓ2-Short integer solution (ℓ2-SIS) assumption [20] Let p ∈ P, and let n,m, ζ ∈ N. ℓ2-SISp,n,m,ζ problem
asks for finding a non-zero vector v ∈ Zm

p such that ∥v∥ ≤ ζ and Av = 0 for a given random matrix
A←$ Zn×m

p . (TSIS, ϵSIS)-ℓ2-SISp,n,m,ζ assumption states that for any probabilistic algorithm A, which
runs in time TSIS, A solves the ℓ2-SISp,n,m,ζ problem with probability at most ϵSIS.

For solving the ℓ2-SISp,n,m,ζ problem, we assume as in [20] that A is represented as the Hermite
Normal Form. Namely, A is of the form A =

[
A I

]
.

Real

v ←$ h

z ←$ Dm
v,s

w/ prob. min

{
Dm

s (z)

MDm
v,s(z)

, 1

}
:

return (v,z)

Ideal

v ←$ h

z ←$ Dm
s

w/ prob.
1

M
:

return (v,z)

Fig. 1. Algorithms Real and Ideal for rejection sampling
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2.2 Entropy

The min-entropy of a random variable X is defined by

H∞(X) = min
x∈{0,1}n

{− log2 Pr[X = x]}.

The min-entropy of X under a condition that an event E happens is given by

H∞(X | E) = min
x∈{0,1}n

{− log2 Pr[X = x | E]}.

We employ the following lemma.

Lemma 6 ([16, Lemma 1]). Let X be a random variable of min-entropy H, and let ∆ ∈ [0, H].
Let f : {0, 1}∗ → {0, 1}γ be a function. We set that Y = {y ∈ {0, 1}γ | H∞(X | y = f(X)) ≤ H −∆}.
Then, it holds that

Pr[f(X) ∈ Y ] ≤ 2γ−∆.

A family F = {f : Y →W} of hash functions is said to be 2-universal if for any y, y′ ∈ Y satisfying
that y ̸= y′, we have

Prf←$F[f(y) = f(y′)] ≤ 1

|W |
.

As in [6], we use the following 2-universal family.

Lemma 7 ([6]). Let p ∈ P and let n,m ∈ N. A family
{
fA : Zm

p → Zn
p | fA(y) = Ay

}
parameterized

by A ∈ Zn×m
p is 2-universal.

Then, the leftover hash lemma is given as follows.

Lemma 8 (Leftover Hash Lemma [6]). Let {f : Y →W} be a family of 2-universal hash func-
tions, let Z be a random variable over the set Y , and let ϵ > 0 be a real. If H∞(Z) ≥ |W | + 2 log 1

ϵ ,
then the statistical distance between the following two distributions is at most ϵ.

– (f, f(y)): f ←$ {f : Y →W}, y ←$ DZ , where DZ is the probability distribution of Z;
– (f, w): f ←$ {f : Y →W}, w ←$ W .

2.3 General Forking Lemma

We now recap the (general) forking lemma formalized in [4]. Let Q ∈ N and let C be a finite set
whose size is at least 2. Consider a PPT instance generator IGen that returns a randomly chosen
instance x ∈ {0, 1}∗ on a given security parameter 1λ, and a PPT algorithm C that returns a pair
(I, y) ∈ [0, Q] × {0, 1}∗ of a number I and a string y on a given pair (x, {hq}q∈[Q]) of an instance x

and values h1, h2, . . . , hQ ∈ C. We define the probability acc as follows:

acc = Pr
[
I ≥ 1 | x←$ IGen(1λ); h1, . . . , hQ ←$ C; (I, y)←$ C(x, {hq}q∈[Q])

]
. (1)

FC(x)

ω ←$ {0, 1}λ

h1, . . . , hQ ←$ C

(I, y)←$ C(x, {hq}q∈[1,Q];ω)

return (0, ϵ, ϵ) if I = 0

h′
I , . . . , h

′
Q ←$ C

(I ′, y′)←$ C(x, {hq}q∈[1,I−1] ∪
{
h′
q

}
q∈[I,Q]

;ω)

return (0, ϵ, ϵ) if I ̸= I ′ ∨ hI = h′
I

return (1, y, y′)

Fig. 2. An algorithm F for forking lemma involving C
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GameMUc&l-EUF-CMA
A,K,ι (1λ)

pp←$ Pgen(1λ)

Ls ← ∅; Lc ← ∅; l← 0

for k ∈ [K] :

(skk, pkk)←$ KGen(pp)

(k∗, µ∗, σ∗)←$AOc,Ol,Os(pp, {pkk}k∈[K])

return 0 if pkk∗ ∈ Lc ∨ (k∗, µ∗) ∈ Ls ∨ Vf(pp, pkk∗ , µ
∗, σ∗) = 0

return 1

Os(k, µ)

σ ←$ Sign(pp, skk, µ)

Ls ← Ls ∪ {(k, µ)}
return σ

Oc(k)

Lc ← Lc ∪ {k}
return skk

Ol(k, f)

return ⊥ if l + |f(skk)| > ι

l← l + |f(skk)|
return f(skk)

Fig. 3. MUc&l-EUF-CMA game

We also formalize a PPT algorithm FC given in Fig. 2, called the forking algorithm, and the related
probability frk in the following way:

frk = Pr
[
b = 1 | x←$ IGen(1λ); (b, y, y′)←$ FC(x)

]
.

Lemma 9 (General Foking Lemma [4, Lemma 1]). For the relationship between the probabilities
acc and frk formalized above, it holds that

frk ≥ acc ·
(
acc

Q
− 1

|C|

)
. (2)

2.4 Digital Signature

Syntax A digital signature DS consists of the following four algorithms:

Pgen It takes a security parameter 1λ as input, and returns a public parameter pp.
KGen It takes a public parameter pp as input, and returns a secret key and a public key (sk, pk).
Sig It takes a secret key sk and a message µ as input, and returns a signature σ.
Vf It takes a public key pk, a message µ and a signature σ as input, and returns 1 if σ is valid with

respect to (pk, µ) or 0 otherwise.

Correctness The correctness of DS is defined as follows: for any security parameter λ and any message
µ, when pp←$ Pgen(1λ), (sk, pk)←$ KGen(1λ) and then σ ←$ Sig(sk, µ), Vf(pk, µ, σ) always returns 1
if σ ̸= ⊥.

Security The multi-user existential unforgeability against the chosen message attack under the adap-
tive corruptions and key leakages (MUc&l-EUF-CMA) is defined by the related game formalized in Fig.
3. Then, a digital signature scheme is (Tc&l, ϵc&l,K,Qs, Qc, Ql, ι)-MUc&l-EUF-CMA if for any PPT
adversary A, which runs in time Tc&l and can make Qs queries to the signing oracle Os, Qc queries
to the corrupting oracle Oc and Ql queries to the leakage oracle Ol in order to obtain at most ι-bits
information about secret keys {skk}k∈[K], GameMUc&l-EUF-CMA

A,K,ι (1λ) returns 1 with probability at most
ϵc&l. When MUc&l-EUF-CMA is considered in the random oracle model, (Tc&l, ϵc&l,K,QH, Qs, Qc, Ql, ι)-
MUc&l-EUF-CMA denotes (Tc&l, ϵc&l,K,Qs, Qc, Ql, ι)-MUc&l-EUF-CMA with at most QH random oracle
queries made by A.
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Pgen(1λ)

A←$ Zn×m
p

return pp← A

KGen(pp)

S ←$ Zm×m̃
|d|

T ← AS

(sk, pk)← (S,T )

return (sk, pk)

Sign(pp, sk, pk, µ)

y ←$ Dm
s

w ← Ay

c← H(pk,w, µ)

z ← y + Sc

w/ prob. p(S, (c,z)) :

return σ ← (c,z)

else : return ⊥

Vf(pp, pk, µ, σ)

w ← Az − Tc

return 1 if ∥z∥ ≤ ηs
√
m ∧ c = H(pk,w, µ)

return 0

Fig. 4. Plain Lyubashevesky Signature Scheme Lyu

Table 2. Parameters for Lyu

n the row size of A a polynomial in λ

m the column size of A m ≥ 2n

p modulo prime and a polynomial in λ

ν the expanding parameter for m m ≈ ν(n) + n log2 p

log2(2d+1)
(ν = 64 in [20])

m̃ the column size of S
d the upper bound of absolute values of entries in S d ≥ 1

κ the ℓ1-norm of c ∈ CH
(
m̃
κ

)
≥ 2ν(n)

η the parameter for z

α′ the parameter for p(S, (c,z)) related to Rejection
Sampling

Dm
s (z)

Dm
Sc,s

(z)
≤ exp

(
dκ

√
2α′m
s

+ ( dκ
√
m

2s
)2
)

w. prob. 1− 2e−α′
(α′ = 72 in [19, Lemma 4.5])

M the constant in Rejection Sampling m ≥ n log2 p+ log2

(
1− 1−2e−α′

M

)
+ 2α′ log2 e− 2

s the standard deviation for D M ≈ Dm
s (z)

Dm
Sc,s

(z)
∧ s ≈ 12dκ

√
m

L the size of sk = S L = |sk| = mm̃ log2(2d+ 1)

δ the ratio of the leakage bit over L ι = δL

ρ the adjusting parameter for δ δ ≤ 1
2
− ρ(n)+nm̃ log2 p

2L
= 1

2
− o(1)

3 MUc&l-EUF-CMA Security of Lyubashevesky Signature

Let p ∈ P, let n,m, m̃, d ∈ N and let s ∈ R. We set CH =
{
c ∈ Zm̃

|1| | ∥c∥1 ≤ κ
}

, and then H : {0, 1}∗ →
CH. Then the Lyubashevesky signature scheme Lyu [20] is described in Fig. 4 and the parameters for
Lyu are listed in Tab. 2. For any S ∈ Zm×m̃, any c ∈ Zm̃ and any z ∈ Zm, let p(S, (c, z)) denote
min

{
Dm

s (z)
MDm

Sc,s(z)
, 1
}

.

Then, the MUc&l-EUF-CMA of Lyu with ι =
(
1
2 − o(1)

)
L bits leakages can be shown as follows.

Theorem 1. let n,m, p, ν, m̃, d, κ, η,M, s, L, δ, ρ be parameters set as in Tab. 2, and let ζ = 2(ηs +
dκ)
√
m. Then, Lyu is (Tc&l, ϵc&l,K,QH, Qs, Qc, Ql, ι)-MUc&l-EUF-CMA in the random oracle model

under the (TSIS, ϵSIS)-ℓ2-SISp,n,m,ζ assumption, where for Q̃ = QH + Qs + 1 and a negligible function
ϵtw,

Tc&l = 2TSIS −O(Km(n+ m̃) +QH +Qs) and

ϵc&l ≤

√
2Q̃ϵSIS +

Q̃

|CH|
+

Q̃

3ν(n)
+

Q̃

2ρ(n)
+

Qs(Qs +QH)

2n+1
+Qs

(
2(1 +M)

Meα′ + ϵtw

)
.

Proof. We show this theorem by the hybrid argument. Let A be an adversary against MUc&l-EUF-CMA
of Lyu. Our sequential games Game1, Game2 and Game3 are given in Fig. 5. We now explain the
description of each game and evaluate the winning probability of each game.

Game1 Game1 is the original MUc&l-EUF-CMA game of Lyu. Here, LH is a key-value list such that
a key consists of an input (pk,w, µ) to OH, and the corresponding value consists of its hash value

8



Game1, Game2, Game3

pp = A←$ Zn×m
p

LH ← ∅; Ls ← ∅; Lc ← ∅; l← 0; q ← 0

for k ∈ [K] :

Sk ←$ Zm×m̃
|d|

Tk ← ASk

(skk, pkk)← (Sk,Tk)

(k∗, µ∗, σ∗)←$AOH,Oc,Ol,Os(pp, {pkk}k∈[K])

(c∗,z∗)← σ∗

w∗ ← Az − Tk∗c∗

return 0 if pkk∗ ∈ Lc ∨ (k∗, µ∗) ∈ Ls∨
∥z∗∥ > ηs

√
m ∨ c∗ ̸= OH(pkk∗ ,w

∗, µ∗)

return 1

Oc(k)

Lc ← Lc ∪ {k}
return skk

Ol(k, f)

return ⊥ if l + |f(skk)| > ι

l← l + |f(skk)|
return f(skk)

OH(pk,w, µ)

if LH[pk,w, µ] ̸= ⊥ :

q ← q + 1

c←$ CH
LH[pk,w, µ]← (c, q)

return LH[pk,w, µ]

Os(k, µ) // Game1

y ←$ Dm
s

w ← Ay

c← OH(pkk,w, µ)

z ← y + Skc

w/ prob. p(Sk, (c,z)) :

return σ ← (c,z)

else : return ⊥
Ls ← Ls ∪ {(k, µ)}

Os(k, µ) // Game2

y ←$ Dm
s

w ← Ay

q ← q + 1

c←$ CH
z ← y + Skc

abort if LH[pkk,w, µ] ̸= ⊥
LH[pkk,w, µ]← (c, q)

w/ prob. p(Sk, (c,z)) :

return σ ← (c,z)

else : return ⊥
Ls ← Ls ∪ {(k, µ)}

Os(k, µ) // Game3

z ←$ Dm
s

q ← q + 1

c←$ CH
w/ prob. 1/M :

w ← Az − Tkc

σ ← (c,z)

else :

w ←$ Zn
p

σ ← ⊥
abort if LH[pkk,w, µ] ̸= ⊥
LH[pkk,w, µ]← (c, q)

return σ

Ls ← Ls ∪ {(k, µ)}

Fig. 5. Sequential games for Theorem 1

c ∈ CH and an index q to indicate when the hash value c of the tuple (pk,w, µ) is added to the list.
Observe that the chance to add a new value to LH is that A directly accesses a random oracle OH

and accesses OH via the signing oracle Os. Game1 checks whether or not c∗ = OH(pkk∗ ,w∗, µ∗) after
A returns (k∗, µ∗, (c∗, z∗)). This implies that the size of LH at the time when Game1 is finished is at
most QH +Qs + 1 = Q̃. For the winning probability of Game1 by A, we have

Pr[Game1 = 1] = ϵc&l. (3)

Game2 Game2 proceeds in the same way as in Game1 except that Os programs a hash value c which is
uniformly chosen by itself. Since Os sets a hash value in the same way as OH, the procedures of Game1
and Game2 are identical unless Os aborts. Therefore, we now evaluate such an abort probability.

The abort probability is evaluated by estimating the chance of meeting w that has already appeared
in LH. As explained in Subsect. 2.1, we now assume that the public matrix A is expressed as Hermite
Normal Form, namely A =

[
A I

]
for some A ∈ Zn×(m−n)

p . It follows from Lemma 1 that for any
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vector w̃ ∈ Zn
p ,

Pry←$Dm
s
[Ay = w̃] = Pr

y=

y1

y2

←$Dm
s

[[
A I

] [y1

y2

]
= w̃

]

= Pr
y=

y1

y2

←$Dm
s

[
Ay1 + y2 = w̃

]
= Pry2←$Dn

s

[
y2 = w̃ −Ay1

]
≤ 2−n.

Since A makes at most qH queries to OH, LH has at most i− 1 +QH entities just before making i-th
query to Os. Therefore, the abort probability can be evaluated by

Qs∑
i=1

i− 1 +QH

2n
≤ Qs(Qs +QH)

2n+1
.

Therefore, we have

Pr[Game2 = 1] ≥ Pr[Game1 = 1]− Qs(Qs +QH)

2n+1
. (4)

Game3 Game3 proceeds in the same way as Game2 except that Os is simluated without Sk as in Fig.
5. We evaluate the difference between the probabilities of Game2 and Game3.

By employing Lemma 5, we first evaluate the statistical distance between the distributions of the
output (c, z) in both the games in the case where Os does not return ⊥. On Os of Game2, it follows
from y ←$ Dm

s that the distribution of z is regarded as the distribution Dm
v,s by letting v ← Skc.

According to the parameters in [20], for any v ∈ Zm
p , there exist two vectors c ∈ CH such that v = Skc

with the negligible probability ϵtw. Thus, outputting (c, z) instead of (v, z) does not affect employing
Lemma 5. Therefore, the distribution of the output by Os can be regarded as that of Real. On the
other hand, observe that z ←$ Dm

s by Os in Game3. By the same reason discussed in the distribution
of (c, z) in Game2, outputting c does not affect employing Lemma 5 and the distribution of the output
(c, z) by Os in Game3 can be regarded as that of Ideal. Applying Lemma 5 to Os of Game2 and Game3,
we can see that the statistical distance of the distributions of (c, z) in both the games is at most
2e−α

′
/M .

Since c is programmed as the hash value of (pkk,w, µ) even when Os returns ⊥, we next evaluate
the statistical distance of the distributions of (w, c) in the case where Os returns ⊥ as in [6]. Observe
that c is chosen uniformly at random from CH in both games. Hence, we merely evaluate the statistical
distance of the distributions of w. In Game2, Os sets w as Ay for A ∈ Zn×m

p and y ←$ Dm
s , whereas

it chooses w uniformly at random from Zn
p in Game3. We can estimate the probability that Os returns

⊥ in Game2 is 1/M − 2e−α
′
/M by Lemma 5. Lemma 1 and Tab. 2 imply that

H∞(y) ≥ m

≥ n log2 p+ log2

(
1− 1− 2e−α

′

M

)
+ 2α′ log2 e− 2

= n log2 p+ log2

(
1−

(
1

M
− 2e−α

′

M

))
+ 2 log2

1

2e−α′ .

Therefore, we have

H∞(y | ⊥ ← Os)

≥ H∞(y)− log2 Pr[⊥ ← Os]

≥ m− log2

(
1−

(
1

M
− 2e−α

′

M

))

≥

(
n log2 p+ log2

(
1−

(
1

M
− 2e−α

′

M

))
+ 2 log2

1

2e−α′

)
− log2

(
1−

(
1

M
− 2e−α

′

M

))

≥
∣∣Zn

p

∣∣+ 2 log2
1

2e−α′ .
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R(A)

for k ∈ [K] :

Sk ←$ Zm×m̃
|d|

Tk ← ASk

(b, y, y′)←$ FC(A, {(Sk,Tk)}k∈[K])

return ⊥ if b = 0

(k,w, c,z)← y; (k′,w′, c′,z′)← y′

return ⊥ if (k,w) ̸= (k′,w′)

return z − z′ − Sk(c− c′)

C(A, {(Sk,Tk)}k∈[K], {hq}q∈[Q̃])

pp← A

LH ← ∅; Ls ← ∅; Lc ← ∅; l← 0; q ← 0

for k ∈ [K] : (skk, pkk)← (Sk,Tk)

(k∗, µ∗, σ∗)←$AOH,Oc,Ol,Os(pp, {pkk}k∈[K])

(c∗,z∗)← σ∗

w∗ ← Az − Tk∗c∗

return (0, ϵ) if pkk∗ ∈ Lc ∨ (k∗, µ∗) ∈ Ls∨
∥z∗∥ > ηs

√
m ∨ c∗ ̸= OH(pkk∗ ,w

∗, µ∗)

(c∗, I)← LH[pkk∗ ,w
∗, µ∗]

return (I, (k∗,w∗, c∗,z∗))

FC(A, {(Sk,Tk)}k∈[K])

ω ←$ {0, 1}λ

h1, . . . , hQ ←$ CH
(I, (k,w, c,z))←$ C(A, {(Sk,Tk)}k∈[K], {hq}q∈[1,Q];ω)

return (0, ϵ, ϵ) if I = 0

h′
I , . . . , h

′
Q ←$ CH

(I ′, (k′,w′, c′,z′))←$ C(A, {(Sk,Tk)}k∈[K], {hq}q∈[1,I−1] ∪
{
h′
q

}
q∈[I,Q]

;ω)

return (0, ϵ, ϵ) if I ̸= I ′ ∨ hI = h′
I

return (1, (k,w, c,z)), (k′,w′, c′,z′)))

Oc(k)

Lc ← Lc ∪ {k}
return skk

Ol(k, f)

return ⊥ if l + |f(skk)| > ι

l← l + |f(skk)|
return f(skk)

OH(pk,w, µ)

if LH[pk,w, µ] ̸= ⊥ :

q ← q + 1

c← hq

LH[pk,w, µ]← (c, q)

return LH[pk,w, µ]

Os(k, µ)

z ←$ Dm
s

q ← q + 1

c←$ CH
w/ prob. 1/M :

w ← Az − Tkc

σ ← (c,z)

else :

w ←$ Zn
p

σ ← ⊥
abort if LH[pkk,w, µ] ̸= ⊥
LH[pkk,w, µ]← (c, q)

return σ

Ls ← Ls ∪ {(k, µ)}

Fig. 6. Reduction R and forked algorithm C

As in Lemma 7, the function mapping y ∈ Zm
p to Ay ∈ Zn

p is known to be 2-universal. It follows from
Lemma 8 that the statistical distance between the distributions of w set in Os of Game2 and Game3
is at most 2e−α

′
in the case where Os returns ⊥.

Recall that A makes at most Qs queries to OSig. Lemma 5 implies that

|Pr[Game3 = 1]− Pr[Game2 = 1]| ≤ Qs

(
2(1 +M)

Meα′ + ϵtw

)
. (5)

Reduction of ℓ2-SIS from Game3 We aim to construct a reduction R that solves the ℓ2-SIS problem by
employing the forking lemma (Lemma 9) with the procedures of Game3. For the forking lemma, we
first construct the algorithm C as in Fig. 6 that is the target of the fork. C plays Game3 with A and then
returns the index I indicating when (pkk∗ ,w∗, µ∗) has been added to LH, the index k∗ ∈ [K] and the
transcript (w∗, c∗, z∗) from the forgery (k∗, µ∗, (c∗, z∗)) returned by A with w∗ = Az−Tk∗c∗. Since
C surely makes a query (w∗, c∗, z∗) to OH, it is guaranteed that I ≥ 1. In other words, C returns (0, ϵ)
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only when A loses Game3. This implies that the probability acc defined in Eq. (1) can be expressed as

acc = Pr[Game3 = 1]. (6)

Then, the algorithm R given as in Fig.6 runs the forking algorithm FC depicted in Fig. 6 with C.
Here, FC chooses hq from the set CH for any q ∈ [Q̃]. Lemma 9 implies that I = I ′ and hI ̸= h′I with
probability frk that is evaluated as follows:

frk ≥ acc ·
(
acc

Q̃
− 1

|CH|

)
≥ acc2

Q̃
− 1

|CH|
. (7)

By the construction presented in Fig. 6, C sets the input value hq as the hash value cq of the q-th
entry added into LH for each q ∈ [Q̃] during running OH and Os. Recall that I and I ′ set in FC are
the indices when C adds (pkk∗ ,w∗, µ∗) into LH for the first execution of A and the second execution
of A, respectively. It follows again from the construction of C that c = hI and c′ = hI′ for the values
c and c′ appeared in R. Namely, it holds that

c = hI ̸= h′I = c′.

Since the same randomness ω is used in both the first execution and the second execution of A by FC
and I = I ′, we also have

k = k′ = k∗ and w = w′.

It follows from I = I ′ ≥ 1, namely A has win Game3, that

w = Az −ASk∗c and w′ = Az′ −ASk∗c′.

By letting v = z − z′ − Sk∗(c − c′), it holds that Av = 0. On the other hand, the winning con-
dition of Game3 implies that ∥z∥, ∥z′∥ ≤ ηs

√
m. It follows from Sk∗ ∈ Zm×m̃

|d| and c, c′ ∈ CH that
∥Sk∗c∥, ∥Sk∗c′∥ ≤ κd

√
m. These imply that

∥v∥ = ∥z − z′ − Sk∗(c− c′)∥ ≤ ∥z∥+ ∥z′∥+ ∥Sk∗c∥+ ∥Sk∗c′∥ ≤ 2(ηs+ dκ)
√
m = ζ.

Therefore, v can be a solution of the ℓ2-SIS problem under the condition that v ̸= 0.
The rest of the proof is devoted to show that v = z−z′−Sk∗(c−c′) ̸= 0 with high probability. The

following lemma guarantees that there exists at least two short vectors Sk∗ , S̃k∗ such that ASk∗ =
AS̃k∗ . This lemma is given by generalizing [19, Lemma 5.2].

Lemma 10. Let p ∈ P, let n ∈ N, let d ≥ 1, and let m > ν(n) + n · log p/ log (2d+ 1). We set
A ∈ Zn×m

p . For any random vector s←$ Zn
|d|, the probability that there exists another vector s̃←$ Zn

|d|
such that As = As̃ is at least 1− 3−ν(n).

Since c ̸= c′, this lemma implies that even if z − z′ + Sk∗(c′ − c) = 0, then it is guaranteed that
z − z′ + S̃k∗(c′ − c) ̸= 0 and A(z − z′ + S̃k∗(c′ − c)) = 0.

For the information about Sk∗ , A is given Tk∗ = ASk∗ , signatures from Os and the ι bits from Ol.
As in the procedure on Game3, Os no longer uses Sk∗ . The only chance to obtain such information is the
use of the leakage oracle Ol. We can see that Ol does not affect to detect which of Sk∗ or S̃k∗ is used. To
show this fact, we now consider the queries made by A to Ol during the first execution and the second
execution of C. We suppose that A has made a function fi to Ol at i-th query during the first execution
of C for each i ∈ [Ql], whereas it also has made a function f ′i to Ol at i-th query during the second
execution of C for each i ∈ [Ql]. The most significant information about Sk∗ from Ol can be obtained
when A makes queries (k∗, fi) and (k∗, f ′i) to Ol. The total bits of the obtained information in this
case is 2ι bits, since A can obtain at most ι-bits information from Ol during each of the first execution
and the second execution of C. We set the function f : Zm×m̃

|d| → {0, 1}2ι+nm̃ log2 p mapping a matrix
S ∈ Zm×m̃

|d| to the concatenated string f1(S)| · · · |fQ(S)|f ′1(S)| · · · |f ′Q(S)|Tn∗ ∈ {0, 1}2ι × Zn×m̃
p . We

note that f(Sk∗) denotes all information on Sk∗ that can be obtained by A. Then, the entropy of
Sk∗ under the condition that A can obtain such leaked information about Sk∗ is evaluated by the
following lemma.
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Lemma 11. Let (Sk∗ ,Tk∗) be a key pair given as in Fig. 6. Then, for L = |Sk∗ | = mm̃ log2(2d+ 1)

and ι = δL such that there exists a polynomial ρ on n such that δ ≤ 1
2 −

ρ(n)+nm̃ log2 p
2L = 1

2 − o(1), it
holds that H∞(Sk∗ | f(Sk∗)) = 0 with probability at most 2−ρ(n).

Proof. We show this lemma by employing Lemma 6. Since Sk∗ is chosen uniformly at random from
Zm×m̃
|d| , H = H∞(Sk∗) is L. The length |f(Sk∗)| can be evaluated as 2ι + nm̃ log2 p. It follows from

Lemma 6 and ∆ = H that H∞(Sk∗ | f(Sk∗)) = 0 with probability at most 2|f(Sk∗ )|−H . By ι = δL,
we have

2|f(Sk∗ )|−H = 22δL+nm̃ log2 p−L ≤ 22(
1
2−

ρ(n)+nm̃ log2 p
2L )L+nm̃ log2 p−L = 2−ρ(n).

The proof is complete. ⊓⊔

Under the conditions that there exists at least two secret keys Sk∗ and S̃k∗ of Tk∗ and H∞(Sk∗ |
f(Sk∗)) > 0, A can distinguish which of Sk∗ and S̃k∗ is used in Game3 with probability only 1/2.
Lemmas 10 and 11 imply that the probability that R solves the ℓ2-SIS problem on the given A can
be evaluated as follows.

ϵSIS ≥
1

2

(
1− 1

3ν(n)

)(
1− 1

2ρ(n)

)
· frk

≥ 1

2

(
1− 1

3ν(n)
− 1

2ρ(n)

)
· frk

≥ 1

2
frk− 1

2 · 3ν(n)
− 1

2 · 2ρ(n)
.

(8)

Observe that the running time of R is evaluated as 2Tc&l +O(Km(n+ m̃) +QH +Qs) = TSIS. On
the other hand, by combining Eqs. (3)–(8), the success probability of solving ℓ2-SIS is evaluated as

ϵSIS ≥
1

2
· 1
Q̃

(
ϵc&l −

Qs(Qs +QH)

2n+1
−Qs

(
2(1 +M)

Meα′ + ϵtw

))2

− 1

2 · |CH|
− 1

2 · 3ν(n)
− 1

2 · 2ρ(n)
.

This implies that

ϵc&l ≤

√
2Q̃ϵSIS +

Q̃

|CH|
+

Q̃

3ν(n)
+

Q̃

2ρ(n)
+

Qs(Qs +QH)

2n+1
+Qs

(
2(1 +M)

Meα′ + ϵtw

)
.

⊓⊔
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