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Abstract. The Ascon authenticated encryption scheme and hash function of Dobraunig
et al. (Journal of Cryptology 2021) were recently selected as winner of the NIST
lightweight cryptography competition. The mode underlying Ascon authenticated
encryption (Ascon-AE) resembles ideas of SpongeWrap, but not quite, and various
works have investigated the generic security of Ascon-AE, all covering different attack
scenarios and with different bounds. This work systematizes knowledge on the mode
security of Ascon-AE, and fills gaps where needed. We consider six mainstream
security models, all in the multi-user setting: (i) nonce-respecting security, reflecting
on the existing bounds of Chakraborty et al. (ASIACRYPT 2023, ACISP 2024) and
Lefevre and Mennink (SAC 2024), (ii) nonce-misuse resistance, observing a non-fixable
flaw in the proof of Chakraborty et al. (ACISP 2024), (iii) nonce-misuse resilience,
delivering missing security analysis, (iv) leakage resilience, delivering a new security
analysis that supersedes the informal proof sketch (though in a different model) of
Guo et al. (ToSC 2020), (v) state-recovery security, expanding on the analysis of
Lefevre and Mennink, and (vi) release of unverified plaintext, also delivering missing
security analysis. We also match all bounds with tight attacks (up to constant
and up to reasonable assumptions). As a bonus, we systematize the knowledge on
Ascon-Hash and Ascon-PRF.
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1 Introduction
For the last few decades, lightweight cryptography has been a dominant research do-
main in the field of symmetric cryptography. The field of lightweight cryptography
concentrates on the design of cryptographic schemes that would be efficient and secure
even if certain constraints on, e.g., area, power consumption, or latency are in place.
Perhaps one of the earliest proposal that fits this description is the NOEKEON block
cipher [DPVR00], dating back to 2000, but the field only started to gain traction a
few years later, with the introduction of explicitly lightweight branded block ciphers
HIGHT [HSH+06], PRESENT [BKL+07], and KATAN [CDK09] in the late 2000s. A large
body of lightweight (tweakable) block ciphers has been published since, including (but not
limited to) PRINCE [BCG+12], SIMON [BSS+13], SKINNY [BJK+16], GIFT [BPP+17],
QARMA [Ava17], and QARMAv2 [ABD+23].

The rise of lightweight cryptography happened together with the introduction of modern
permutation-based cryptography and cryptographic sponge functions in 2007 [BDPV07,
BDPV08,NIS07,Nat15]. In a nutshell, a sponge operates on top of a b-bit permutation
p and maintains a b-bit state S that is split into a c-bit inner part (where c is called the
capacity) and an r-bit outer part (where r is called the rate). It then absorbs a plaintext
P by injectively padding it into r-bit blocks (P1, . . . , Pv), and bitwise adds those blocks
to the outer part of the state, interleaved with an evaluation of p: S ← p(S ⊕ Pi∥0c).
After the last plaintext block is absorbed, the sponge squeezes r bits at a time from the
outer part, namely ⌈S⌉r, again interleaved with evaluations of p, S ← p(S). We refer
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to Figure 4 in Section 8 for a visualization of this mode. It was quickly acknowledged
that sponge functions are extremely well-suited for the design of lightweight cryptography.
Indeed, the early lightweight hash functions QUARK [AHMN10], PHOTON [GPP11],
and SPONGENT [BKL+11] are, in fact, sponge functions. Likewise, the keyed sibling
of the sponge, the duplex [BDPV11a,DMV17], turned out to be very well-suited for the
design of lightweight authenticated encryption, and fundamental research as well as the
development of designs in this direction has been significantly boosted by two competitions:
the CAESAR competition for authenticated encryption design [CAE14] and thereafter
by the lightweight cryptography competition organized by the US National Institute of
Standards and Technology (NIST) [NIS19]. In the CAESAR competition, there were
10 out of 57 submissions based on or inspired by the duplex, and eventually, the Ascon
authenticated encryption scheme [DEMS21,DEMS14] was selected as winner in the category
lightweight. In the NIST lightweight cryptography competition, 22 out of 57 submissions
were duplex-inspired, and Ascon [DEMS21,DEMS19] was even selected as overall winner.
This means that Ascon will soon be standardized as lightweight authenticated encryption
scheme, with a draft of the standard already open to public comments [SMKK24].

In a bit more detail, Ascon typically refers to the authenticated encryption scheme,
dubbed Ascon-AE in this work to avoid ambiguity. (Looking ahead, the upcoming
NIST standard also includes a hash function standard Ascon-Hash, a XOF Ascon-XOF,
and a customized XOF Ascon-CXOF, and another relevant scheme is a PRF called
Ascon-PRF [DEMS24], but we will come back to these later.) Ascon-AE is an authenticated
encryption scheme inspired by the duplex construction [BDPV11a,MRV15,DMV17], but
with some subtle differences. In a nutshell, Ascon-AE operates on two (b = 320)-bit
permutations, an outer permutation po and inner permutation pi, which differ in the
number of rounds and round constants. For a new authenticated encryption operation, it
initializes a 320-bit state with a 64-bit initialization vector (encoding the specific instance),
a 128-bit key, and a 128-bit nonce. Then, it permutes the state using the outer permutation
po, and compresses the key again into the state. Then, the scheme processes the associated
data by absorbing it block-by-block into the state, interleaved with evaluations of pi,
and encrypts the plaintext block-by-block by using part of the state as keystream and
subsequently absorbing the plaintext into the state, again interleaved with evaluations of
pi. Finally, the state is blinded once again with the key, a last evaluation of po is made
and a t-bit chunk of the state is blinded a final time with the key before it is output as
tag. We refer to Section 2 for a detailed description of the Ascon-AE mode, including a
visualization in Figure 2a. Sometimes, when looking at the construction generically, we
discard the difference between the two permutations and assume a single permutation p.

As mentioned, the upcoming NIST standard [SMKK24] also includes a hash function
standard Ascon-Hash, a XOF Ascon-XOF, and a customized XOF Ascon-CXOF. They
are fairly direct instantiations of the aforementioned sponge, operating on the 320-bit
permutation p. The difference between the hash function and the XOFs is that Ascon-Hash
only outputs fixed-length digests but Ascon-XOF/Ascon-CXOF accommodate for variable-
length digests. The difference between the two XOFs is that the customized XOF allows
for a customization string to be prepended to the plaintext. Refer to Section 8 for
a specification of Ascon-Hash, Ascon-XOF, and Ascon-CXOF. Another scheme worth
mentioning is a PRF called Ascon-PRF [DEMS24], of which the main goal is to authenticate
the plaintext. Ascon-PRF is basically a keyed sponge construction. It can be seen to
operate the Ascon-XOF function but initialized with an initialization vector and a 128-bit
key, and right before squeezing the tag, domain separation is applied by flipping a bit in
the inner part. A description of Ascon-PRF is given in Section 9.
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1.1 Generic Security of Sponges and Duplexes
The sponge/duplex paradigms come with a decent security foundation. Indeed, soon after
the introduction of sponge functions [BDPV07], Bertoni et al. [BDPV08] proved that, if
the permutation p is random, the construction is indifferentiable [MRH04,CDMP05] from
a random oracle up to a complexity 2c/2. This result, consequently [AMP10, Appendix A],
means that the sponge construction truncated to an output of n bits achieves collision
security up to complexity min{2c/2, 2n/2} and preimage and second preimage security up
to complexity min{2c/2, 2n}. In a separate work, Lefevre and Mennink [LM22] recently
improved the bound of preimage resistance to min{max{2c/2, 2n−r}, 2n}, therewith assuring
that all bounds on keyless hashing of the sponge are tight in the sense that they are matched
by attacks already specified in the original specification of sponge functions [BDPV07,
Section 5]. These tight results directly apply to the generic security of Ascon-Hash,
Ascon-XOF, and Ascon-CXOF (as we also outline in Section 8).

The indifferentiability result implies that one can also use the sponge in keyed appli-
cations, but dedicated analyses were performed to obtain more finegrained bounds. The
idea of keying the sponge was outlined in detail by Bertoni et al. [BDPV07,BDPV11b], a
construction currently known as the outer-keyed sponge. Chang et al. [CDH+12] suggested
to key the sponge in the inner part of the initial state, a construction currently known
as the inner-keyed sponge. The two constructions were analyzed in depth by Andreeva
et al. [ADMV15]. Naito and Yasuda improved the security bounds of these construc-
tions [NY16]. Mennink et al. [MRV15] formalized and analyzed the full-keyed sponge
(inspired by DonkeySponge [BDPV12]) that absorbs the plaintext over the full state. An
independent analysis, but for fixed-length outputs, was given by Gaži et al. [GPT15].
These analyses together gave a rather complete view of security of the sponge where the
state is initialized with the key, with one non-tight step in the outer-keyed sponge, namely
when upper bounding an event that captures key prediction, and this gap was closed by
Mennink [Men18] in a dedicated analysis. An alternative version of the keyed sponge,
namely the version where one keys the state at the end, also appeared in the original
specification of Bertoni et al. [BDPV07] but was generalized and analyzed by Dobraunig
and Mennink [DM19b,DM20], who in addition proved leakage resilience of the construction.
Berendsen and Mennink [BM24] fine-tuned and improved the leakage resilience analysis.

The duplex construction [BDPV11a] received a separate detailed treatment. The
security of the original duplex was related to the indifferentiability of the sponge [BDPV11a],
and it was used for the description of SpongeWrap authenticated encryption. Mennink
et al. [MRV15] considered the full-keyed duplex, whose security was related to that of
the full-keyed sponge. Daemen et al. [DMV17] generalized the duplex to a more powerful
construction, and Dobraunig and Mennink [DM19a] subsequently proved leakage resilience
of the duplex. An excellent systematization of knowledge on the security of the duplex
and its implications is given by Mennink [Men23], who also proved security of Ascon-PRF
(we will elaborate on this in Section 9), and gave a detailed description of authenticated
encryption using a modern duplex variant, called MonkeySpongeWrap.

1.2 Generic Security of Ascon-AE Constructions
Given this state of affairs, it is tempting to state that the security of the Ascon-AE mode
immediately follows. Indeed, the Ascon-AE mode resembles SpongeWrap [BDPV11a]
or MonkeySpongeWrap [Men23], and those security results give some certainty that the
Ascon-AE mode is sound. Likewise, along with their security proof of NORX, Jovanovic
et al. [JLM14,JLM+19] mentioned that their proof can be generalized to the Ascon-AE
mode, though without proof. The main difference between those analyses and the mode of
Ascon-AE is the presence of the additional key blindings.

Thus, a dedicated analysis of the Ascon-AE mode, and particular the impact of these
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key blindings, turned out to be necessary and relevant, and this has lead to multiple works
considering the security of the Ascon-AE mode. Chakraborty et al. [CDN23] performed a
single-user security analysis in the nonce-respecting setting [BN00], and independently,
Lefevre and Mennink [LM24] delivered a multi-user security analysis in both the nonce-
respecting and nonce-misuse setting [RS06]. Soon after their first work, Chakraborty
et al. [CDN24] also extended their proof to multi-user security and to the nonce-misuse
setting. On top of that, there is a “proof sketch” of Guo et al. [GPPS19b] (full version
of [GPPS20]) in the nonce-misuse resilience setting that guarantees security for fresh
nonces only [ADL17] and in the leakage resilience setting where the inner permutations
may leak side-channel information [DP08,PSV15]. Finally, Lefevre and Mennink [LM24]
also included a proof under state recovery, demonstrating that Ascon-AE still achieves
authenticity even if the adversary learns all internal states. It should be noted that all
these results are in the random permutation model, where the permutation p is assumed
to be a random permutation, or (in some of these results) the outer permutation and inner
permutation are both random and assumed to be independent (see Remark 1).

1.3 A Decent Classification
From this overall state-of-the-art discussion, it can be concluded that the security analyses
of the Ascon-AE mode has lead to many different results, all in different security models,
different attack settings, different proof techniques, and in fact also with different levels of
accuracy. On top of that, most of these bounds are not matched with tight attacks, which
means that we do not know if all the bounds are tight and can be improved. This is a
particularly relevant question in the area of lightweight cryptography, where schemes are
minimized and a too loose bound would give a false sense of insecurity (as also already
mentioned in myriad earlier works [DM20,LNS18,JN20,DDNT23,LMP17,BM24]).

In this work, we give a complete and comprehensive overview of the levels of security
of the Ascon-AE mode in various security settings. We cover three flavors of conventional
security (in Section 4): nonce-respecting security [BN00], nonce-misuse resistance [RS06],
and nonce-misuse resilience [ADL17]. We subsequently cover three flavors of leaky security
(in Section 5): bounded leakage resilience in a leveled implementation setup [DP08,PSV15],
state-recovery security [LM24], and security under release of unverified plaintext [ABL+14].
For each of these security models, (i) we categorize the existing security lower and upper
bounds, (ii) we point out multiple flaws and issues in existing analyses, and (iii) we derive
new security bounds and generic attacks to complete the overview. A high-level overview
is given in Figure 1.

Most notably, apart from simply classifying existing results, the systematization makes
the following contributions:

• We develop new security proofs for nonce-misuse resilience, leakage resilience, and
release of unverified plaintext, as these were lacking;

• We also revisit earlier security proofs that were done under the assumption that the
outer and inner permutation of Ascon-AE were independent, and adapt them to the
single-permutation model;

• We point out a flaw in the nonce-misuse authenticity analysis of Chakraborty et
al. [CDN24];

• We give matching attacks for all security proofs.

All new security proofs are gathered together in Section 6, and all elaborate generic attacks
in Section 7.

As a bonus, we also comprehensibly discuss how existing literature covers the generic
security of Ascon-Hash and Ascon-PRF in Section 8 and Section 9, respectively. These
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confidentiality (Thm. 1, Prop. 1)
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⇐=

nonce-misuse resistance (Def. 3)
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2c

⇐
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core term (cf., Section 4.1.2)
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QE/ME encryption queries/complexity
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N permutation queries
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{
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}
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}
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confidentiality (Prop. 8)

1

authenticity (Thm. 6, Prop. 9)
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leakage resilience, unlimited (Def. 6)
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state-recovery security (Def. 7)
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1

authenticity (Thm. 5, Prop. 7)

(⋆) + N2

2c

Figure 1: High-level overview of the considered security models and the corresponding
results. Intuitively, horizontal orientation represents the amount of nonce-misuse power
whereas vertical orientation represents the amount of additional leakage. All bounds are
simplified, they are expressed in big O notation, and are tight in the simplified setting
of Section 3.3. The conditional implication c=⇒ depends on the set of allowed leakage
functions but applies in our case (cf., Section 5.1). The implication auth⇐= only holds for
authenticity (cf., Lemma 2).

sections are not so surprising: the generic security of Ascon-Hash follows from the results
given in the first paragraph of Section 1.1, and Mennink [Men23] gave a security proof of
Ascon-PRF. Finally, we conclude the work in Section 10, where we highlight models or
settings that we do not cover and give a further final discussion.

1.4 Outline

We first settle some basic notation in Section 1.5. The Ascon authenticated encryption
(Ascon-AE) mode is described in detail in Section 2. We describe the general attack
model, including a description of the adversarial resources and some notational conventions
in Section 3. Then, in Section 4, we discuss the conventional security models of nonce-
respecting security (Section 4.1), nonce-misuse resistance (Section 4.2), and nonce-misuse
resilience (Section 4.3). Then, we extend the analysis to security in leaky settings in
Section 5, covering leakage resilience (Section 5.1), state-recovery security (5.2), and release
of unverified plaintext (5.3). The security proofs are all gathered in Section 6 and the
generic attacks in Section 7. We then extend our discussion to Ascon-Hash/Ascon-(C)XOF
in Section 8 and to Ascon-PRF in Section 9. We conclude the work in Section 10.
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1.5 Notation
Let a, b ∈ N such that a ≤ b. We denote Ja, bK = {a, . . . , b}. We furthermore denote by
{0, 1}b the set of b-bit strings, by {0, 1}∗ the set of arbitrarily long strings (including
the empty string ∅), by

(
{0, 1}b

)∗ the set of bit strings of length a multiple of b (again
including the empty string ∅), and we denote {0, 1}≤b =

⋃b
i=0{0, 1}i. We denote the set of

all b-bit permutations p : {0, 1}b → {0, 1}b by Perm (b).
We define by pads the padding function that gets as input a bit string X ∈ {0, 1}∗,

and that splits it into s-bit blocks, where the last block is of size between 0 and s− 1 bits.
The result is thus a tuple of blocks. We define by pad10∗

s (X) the padding function that
gets as input a bit string X ∈ {0, 1}∗, that pads it with a 1 and a sufficient number of 0s
so that the length becomes a multiple of s bits, and then it splits the resulting string into
s-bit blocks. Also here, the result is a tuple of blocks.

For a string or a tuple X, if a, b are such that 1 ≤ a < b ≤ |X|, then X[a : b] denotes
the substring or subtuple starting at position a and ending at position b. We write
X[a] = X[a : a] for brevity. We denote by ⌈X⌉a the leftmost a elements and by ⌊X⌋a the
rightmost a elements. For any two strings or tuples X, Y , we denote their concatenation
by X∥Y and if |X| = |Y | their bitwise exclusive or (XOR) by X ⊕ Y . In addition, if
c ≤ min{|X|, |Y |}, X

c= Y means that ⌊X⌋c = ⌊Y ⌋c.
If S is a set, we denote by ∄=x, y ∈ S the existence of two distinct elements in S.

Moreover, if S is finite, we denote by X
$←− S the uniform random drawing of X from S.

Assuming that a < b, the falling factorial of b of depth a is denoted by (b)a.

2 Ascon-AE Mode
The Ascon-AE mode [DEMS21,DEMS14,DEMS19] is a variant of SpongeWrap [BDPV11a],
with additional key blinding during the initialization and the finalization phases. Let
b, c, r, k, n, t ∈ N such that b = r + c, k + n ≤ b, t ≤ k, k ≤ c, and let p be a cryptographic
permutation over b bits. The Ascon-AE mode is an ensemble of two algorithms, encryption
Encp and decryption Decp. The encryption algorithm Encp takes as input a key K ∈
{0, 1}k, a nonce N ∈ {0, 1}n, associated data A ∈ {0, 1}∗, and a plaintext P ∈ {0, 1}∗. It
returns a ciphertext C ∈ {0, 1}∗ with |C| = |P |, and a tag T ∈ {0, 1}t. For simplicity of
notation, we will put the key as a subscript to Encp. Therefore, the encryption algorithm
based on the key K and permutation p is denoted as:

Encp
K : {0, 1}n × {0, 1}∗ × {0, 1}∗ −→ {0, 1}∗ × {0, 1}t ,

(N, A, P ) −→ (C ∈ {0, 1}|P |, T ) .

The decryption algorithm Decp takes as input a key K ∈ {0, 1}k (again put as a subscript),
a nonce N ∈ {0, 1}n, associated data A ∈ {0, 1}∗, a ciphertext C ∈ {0, 1}∗, and a tag
T ∈ {0, 1}t. It returns either the corresponding plaintext P ∈ {0, 1}∗ with |P | = |C| if
authentication with the tag succeeds, or a failure symbol ⊥. Therefore, the decryption
algorithm based on the key K and permutation p is denoted as:

Decp
K : {0, 1}n × {0, 1}∗ × {0, 1}∗ × {0, 1}t −→ {0, 1}∗ ∪ {⊥} ,

(N, A, C, T ) −→ P ∈ {0, 1}|C| or ⊥ .

The encryption and decryption algorithms of Ascon-AE are described in Algorithm 1 and
illustrated in Figure 2. Here, IV ∈ {0, 1}b−k−n is a fixed initialization value encoding the
specific instance of Ascon-AE. The Ascon specification [DEMS19] specifies Ascon-AE to
always operate with nonce size n and tag size t equal to 128 bits. The basic variant, Ascon-
128, has a capacity c = 256 and rate r = 64, while the accelerated variant, Ascon-128a,
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has a capacity c = 192 and rate r = 128, and both use a key size k = 128. The variant
Ascon-80pq differs from the basic variant Ascon-128 in the fact that the key is increased
to size k = 160. The NIST draft standard [SMKK24] specifies a single instance, namely
Ascon-AEAD128, which is based on Ascon-128a and shares the same parameters sizes (i.e.,
n, t, k, r, and c). On top of that, Ascon-AEAD128 supports two implementation options:
(i) truncating the tag to a size of up to t = 64 bits, and (ii) masking the nonce with an
additional 128-bit key.

Remark 1. We would like to remark that the Ascon-AE specification, in fact, operates on
two different permutations: an outer permutation po for the initialization and finalization
and an inner permutation pi for the inner evaluations. These permutations differ only in the
number of rounds and the round constants, which were carefully chosen by the designers to
balance efficiency and security. On the other hand, this work focuses on generic security in
the ideal permutation model. Current techniques, however, cannot model the dependency
between po and pi. This leaves us with two options to model po and pi: either model them
as being independent, as Guo et al. [GPPS19b] and Lefevre and Mennink [LM22] did,
or model them as being the same, as Chakraborty et al. [CDN23,CDN24] did. Security
proofs with independent primitives are often stronger than with identical permutations
(we have seen this, for example, for the sum of two secret permutations [BKR98,Luc00,
Pat08a,DHT17,Din24]), and this seems to be the case for the Ascon mode, too. For this
reason, we chose to model the two permutations as being identical, and consequently, we
will also have to redo/update some earlier proofs.
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Figure 2: The Ascon-AE mode of operation in case of non-empty associated data: (a)
encryption Enc and (b) decryption Dec. Here, A is injectively padded as (A1, . . . , Au)←
pad10∗

r (A). For encryption, the plaintext P ∈ {0, 1}∗ is padded as (P1, . . . , Pv)← padr(P ),
and for decryption the ciphertext C ∈ {0, 1}∗ is padded as (C1, . . . , Cv)← padr(C), noting
that we put the 10∗-padding explicit in the picture.
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Algorithm 1 Ascon-AE mode
Encryption algorithm Enc
Input:
K ∈ {0, 1}k, N ∈ {0, 1}n,
A ∈ {0, 1}∗, P ∈ {0, 1}∗

Output:
C ∈ {0, 1}|P |, T ∈ {0, 1}t

=== Initialization ===
1: S ← p (IV ∥K∥N)⊕

(
0b−k∥K

)
=== Absorb A ===

2: if |A| ≥ 1
3: (A1, . . . , Au)← pad10∗

r (A)
4: for i = 1, . . . , u do
5: S ← p (S ⊕ (Ai∥0c))

=== Domain Separation ===
6: S ← S ⊕

(
0b−1∥1

)
=== Absorb P , Extract C ===

7: (P1, . . . , Pv)← pad10∗

r (P )
8: for i = 1, . . . , v − 1 do
9: S ← S ⊕ (Pi∥0c)

10: Ci ← ⌈S⌉r
11: S ← p(S)
12: S ← S ⊕ (Pv∥0c)
13: Cv ← ⌈S⌉|P | mod r

=== Finalization ===
14: S ← p

(
S ⊕

(
0r∥K∥0c−k

))
⊕
(
0b−k∥K

)
15: T ← ⌊S⌋t
16: return (C1∥ · · · ∥Cv, T )

Decryption algorithm Dec
Input:
K ∈ {0, 1}k, N ∈ {0, 1}n; A ∈ {0, 1}∗,
C ∈ {0, 1}∗, T ∈ {0, 1}t

Output:
Either P ∈ {0, 1}|C| or ⊥

=== Initialization ===
1: S ← p (IV ∥K∥N)⊕

(
0b−k∥K

)
=== Absorb A ===

2: if |A| ≥ 1
3: (A1, . . . , Au)← pad10∗

r (A)
4: for i = 1, . . . , u do
5: S ← p (S ⊕ (Ai∥0c))

=== Domain Separation ===
6: S ← S ⊕

(
0b−1∥1

)
=== Absorb C, Extract P ===

7: (C1, . . . , Cv)← pad10∗

r (C)
8: for i = 1, . . . , v − 1 do
9: Pi ← ⌈S⌉r ⊕ Ci

10: S ← Ci∥⌊S⌋c
11: S ← p (S)
12: Pv ← ⌈⌈S⌉r ⊕ Cv⌉|C| mod r

13: S ← S ⊕
(
Pv∥10b−1−|Pv|)

=== Finalization ===
14: S ← p

(
S ⊕

(
0r∥K∥0c−k

))
⊕
(
0b−k∥K

)
15: T ∗ ← ⌊S⌋t
16: if T ∗ = T return P1∥ · · · ∥Pv

17: else return ⊥

3 Adversarial Setup
We will consider the security of Ascon-AE in various attack models, but to describe these
models and the levels of security appropriately, we first have to define the concept of
adversaries and distinguishing advantages in Section 3.1 and certain conventions in notation
in Section 3.2. We then describe how we quantify adversaries in Section 3.3, and present a
useful mathematical result on multicollisions in Section 3.4.

3.1 Adversaries and Distinguishing Advantages
An adversary A is an algorithm. It is given access to a collection of oracles O, which we
denote by A[O]. In our work, we consider two settings.

The first one is where A operates as distinguisher. In this case, O is in fact either of
two collections of oracles, W0 or W1, and A has to determine which one it communicates
with. At the end of its interaction, A outputs either 0 or 1, and we denote

∆A(W0 ; W1) = |Pr (A [W0]→ 1)−Pr (A [W1]→ 1)| .

The second one is where A is expected to mount a specific type of attack. In this case,
A knows the set of oracles it communicates with, and succeeds if it fulfills a task that is
made explicit in the security definition (in our AE definitions, this will be “mounting a
forgery”).
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The collections of oracles in this work will always be composed of Ascon-AE algorithms,
i.e., Enc and Dec of Section 2 or their random equivalents (and the precise definition of
the oracles highly depends on the specific security model). As a matter of fact, we will
consider security of Ascon-AE in the multi-user setting, where the adversary has access to
µ instances of the construction. Finally, as we will only consider security in the random
permutation model, p

$←− Perm (b) will always be one of the oracles, to which A even has
forward and inverse access, which we denote by p±. This means that, typically, O would
be of the following form (in our security games, the number of construction oracles ranges
from 1 to 4):

O =
(
(O1,m,O2,m,O3,m,O4,m)µ

m=1 , p±) . (1)

3.2 Notational Conventions
Given that the oracles to which A has access are encryption and decryption functionalities
of Ascon-AE, or their ideal equivalent, we will need to impose restrictions on nonce-
repetition or even query-repetition to avoid trivial attacks. These restrictions depend on
the actual security model, but we will define shortcut notation for this, for any typical
oracle of the form (1):

• Oi,m ̸
N
↪→ Oj,m means that if A queries oracle Oi,m with a certain nonce N , then it

cannot later query Oj,m with the same nonce N ;

• Oi,m ̸
N
↪↪→ Oj,m means that if A makes two distinct queries to Oi,m with the same

nonce N , then it cannot later query Oj,m with the same nonce N ;

• Oi,m ̸
∗

↪→ Oj,m means that a query to Oi,m cannot later be repeated to Oj,m. The
definition has slightly different meanings whenever the oracles are encryption or
decryption oracles: if Oi,m and Oj,m are both encryption or both decryption oracles,
the definition means that A cannot make the same query to both oracles; if one
of them is an encryption and one a decryption oracle, the definition means that A
cannot use the response of oracle Oi,m as input to oracle Oj,m.

We remark that we never impose anything on nonce-repetition or query-repetition among
different users, i.e., from user m to m′. We do make one general restriction, though, namely
that A never repeats the exact same query to an oracle. For the primitive access p± this
additionally means that A never makes an inverse query for an earlier forward query, or
vice versa.

3.3 Adversarial Resources
We always consider an information-theoretic distinguisher A. In terms of a collection of
oracles of the form (1), its resources are quantified as follows:

• The total number of queries to (O1,m,O2,m,O3,m,O4,m)µ
m=1 is denoted by Q, and

the total online complexity is denoted by M, which counts the number of “blocks”,
i.e., the minimal number of permutation evaluations that would be required by the
Ascon-AE mode to process the query. The quantities (Q,M) may be refined into
encryption complexities (QE ,ME), counting only encryption queries, and decryption
complexities (QD,MD), counting only decryption queries;1

1Looking ahead, there is one exception to this, namely in security under release of unverified plaintext
(Section 5.3), where the decryption functionality is split into an unverified decryption function and a
verification function. The notation will be refined there in an ad-hoc way.
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• The total number of queries to p± is counted by the offline complexity N.

Without loss of generality, we assume that µ ≤ QE , since an oracle that the adversary
cannot query is of no use. As a rule of thumb, M≪ N, as M is limited by the use case in
which Ascon-AE is employed whereas N is limited by the wealth of the adversary (i.e., its
computing power).

When investigating tightness of bounds, we ignore constant factors and logarithmic
factors, and furthermore assume that MD ≤ME and QD ≤ QE . The reason behind the
latter assumption is that, in real-world protocols [GTW24], connections may be broken
once too many failed forgery attempts have been mounted. Of course, in the multi-user
setting, this assumption is a bit more debatable, as an adversary may apply a forgery
attempt on multiple users, but we only use it in the simplified bounding.

3.4 Multicollisions
Central to the analysis of sponge-based keyed cryptographic functionalities is the concept
of multicollisions: security only holds under the condition that it is not too easy for an
attacker to obtain a multicollision on the outer r bits of the b-bit state of the sponge. There
exist two strategies in current sponge-based literature. One of them was first used in the
context of sponges by Jovanovic et al. [JLM14]: they use a simple Stirling approximation
to bound the event that a multicollision exceeds a value θ, and subsequently reason on
the mode’s security under the assumption that the multicollision is at most θ. Omitting
details, this results in the following strategy:

Pr (success) ≤ Pr (success |mult ≤ θ) + Pr (mult > θ) .

In a follow-up work, Jovanovic et al. [JLM+19] improved the multicollision bounds by
performing a case distinction depending on the values (r, c), thus improving the second
probability of this equation. Daemen et al. [DMV17] introduced the multicollision limit
function as a definition specifically tailored towards the sponge/duplex. In a bit more
detail, they observed that for a sponge-/duplex-based analysis, the left probability is often
of the form θN/2c, so by defining θ such that the right probability is of the form θ/2c, it
can be subsumed within the first term to get a joint term of the form θ(N + 1)/2c.

An alternative approach is to only compute the expected size of the maximum multicol-
lision, Ex (mult), and then bound using the following strategy:

Pr (success) =
∑

θ

Pr (success |mult = θ) Pr (mult = θ) .

The expectation on mult can then be used, observing that for a sponge-/duplex-based
analysis, the left probability is often linear in θ (e.g., of the form θN/2c as mentioned
above). Choi et al. [CLL19] used this approach for the PRF security of truncating a
permutation. Their bound is general (it does not consider different parameter settings).
Lefevre and Mennink [LM24] slightly improved that bound for their analysis of Ascon-AE.
Chakraborty et al. [CDN23] used the same approach for their security analysis of Ascon-AE,
but with a fine-tuned bound that distinguishes different parameter setups. Their proof
technique basically refines the one of Chakraborty et al. [CJN20]. Depending on the
parameter setting, one bound may be better than the other one, but the tightest upper
bound applies. We thus present both known bounds on the expected value of mult in
Lemma 1.

Lemma 1 ([CJN20, CDN23, CLL19, LM24]). Let q, b, r ∈ N such that r < b and R =
2r. Suppose we uniformly select a set S of q distinct elements from {0, 1}b. Define
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mucolr (S) = maxT ∈{0,1}r |{S ∈ S : ⌈S⌉r = T}|, and let mucol (q, R) = Ex (mucolr (S)).
We have

mucol (q, R) ≤


3 if 4 ≤ q ≤

√
R ,

4 log2(q)
log2(log2(q)) if

√
R < q ≤ R ,

5r⌈ q
rR⌉ if R < q ,

and mucol (q, R) ≤ 2q

R
+ 3 ln (R) + 4 .

Looking ahead, the bounds that include multicollisions will be presented in an abstract
form, i.e., using the term mucol (q, R). In our simplified discussions of these bounds, we
will ignore constant and logarithmic factors and use that mucol (q, R) = O

(
1 + q

R

)
.

We remark that above two approaches to bound multicollisions are incompatible, but
in many cases, one can replace the other (and typically, the expectation approach is
tighter). Looking ahead, when we discuss Ascon-PRF in Section 9, we take the bound
from Mennink [Men23], which is based on Daemen et al. [DMV17] and thus uses the former
method. For consistency between the results in this work, we will in fact update that
analysis to work with the expectation approach.

4 Conventional Security of Ascon-AE
We start with the more conventional security notions for authenticated encryption and
what level of security the Ascon-AE mode achieves in these models: nonce-respecting
security in Section 4.1, nonce-misuse resistance in Section 4.2, and nonce-misuse resilience
in Section 4.3.

4.1 Nonce-Respecting Security
4.1.1 Security Model

The most conventional security model for nonce-based authenticated encryption is security
in the nonce-respecting setting. The first to formally study this notion were Bellare and
Namprempre [BN00,BN08], though in a left-or-right setting where the adversary receives
the encryption of either M0 or M1. Shrimpton [Shr04] introduced the notion of IND-CCA3
security, which at a high level gives the adversary access to either the encryption and
decryption functionality, or to a random oracle that always outputs random responses
of expected length and a ⊥-function that always returns the ⊥-sign. In this model, the
adversary is never allowed to repeat nonces under encryption queries. The notion has
reappeared in literature under different terminologies (e.g., [NRS14] called it nAE security).
We will simply call it AE security, and adapt it to the multi-user setting in the random
permutation model where p

$←− Perm (b), similar to [LM24].

Definition 1. Consider the Ascon-AE mode of Section 2. Let ($m)µ
m=1 be a family of µ

independent random functions, p
$←− Perm (b), and K1, . . . , Kµ

$←− {0, 1}k. The AE security
of Ascon-AE against an adversary A is defined as

Advµ-ae
Ascon-AE (A) = ∆A

((
Encp

Km
, Decp

Km

)µ

m=1 , p± ; ($m,⊥)µ
m=1 , p±

)
,

where A is restricted as follows: O1,m ̸
N
↪→ O1,m and O1,m ̸

∗
↪→ O2,m.

The notion of AE security is related to plain confidentiality and authenticity of the
mode, as was also already demonstrated by Bellare and Namprempre [BN00,BN08]. In
fact, security proofs for authenticated encryption schemes can be derived directly under
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the AE security model, as Chakraborty et al. [CDN23, CDN24] did for Ascon-AE, for
instance. However, looking ahead, Ascon-AE achieves authenticity but not confidentiality
in some of the models discussed in this work. Therefore, we consider confidentiality and
authenticity separately whenever possible.

Definition 2. Consider the Ascon-AE mode of Section 2. Let ($m)µ
m=1 be a family of µ

independent random functions, p
$←− Perm (b), and K1, . . . , Kµ

$←− {0, 1}k.

◦ The nonce-respecting confidentiality of Ascon-AE against an adversary A is defined as

Advµ-conf
Ascon-AE (A) = ∆A

((
Encp

Km

)µ

m=1 , p± ; ($m)µ
m=1 , p±

)
,

where A is restricted as follows: O1,m ̸
N
↪→ O1,m;

◦ The nonce-respecting authenticity of Ascon-AE against an adversary A is defined as

Advµ-auth
Ascon-AE (A) = Pr

(
A
[(

Encp
Km

, Decp
Km

)µ

m=1 , p±
]

forges
)

,

where A is restricted as follows: O1,m ̸
N
↪→ O1,m and O1,m ̸

∗
↪→ O2,m. Here, “forges” denotes

the event that A makes a query to one of the oracles Decp
Km

that does not return ⊥.

Note that authenticity can be equivalently stated as a distance:

∆A

((
Encp

Km
, Decp

Km

)µ

m=1 , p± ;
(
Encp

Km
,⊥
)µ

m=1 , p±
)

,

with the same conditions on nonce- and query-reuse. From this, we can easily conclude that
AE security implies confidentiality and authenticity. We repeat the inverse reduction as
given by Shrimpton [Shr04]. Let A be any adversary against the AE security of Ascon-AE.
Then, by the triangle inequality,

Advµ-ae
Ascon-AE (A) = ∆A

((
Encp

Km
, Decp

Km

)µ

m=1 , p± ; ($m,⊥)µ
m=1 , p±

)
≤ ∆A

((
Encp

Km
, Decp

Km

)µ

m=1 , p± ;
(
Encp

Km
,⊥
)µ

m=1 , p±
)

+ ∆A

((
Encp

Km
,⊥
)µ

m=1 , p± ; ($m,⊥)µ
m=1 , p±

)
≤ Advµ-auth

Ascon-AE (A′) + Advµ-conf
Ascon-AE (A′′) ,

for some adversaries A′ and A′′ with the same query complexities as A.

4.1.2 Overview

In 2014, Jovanovic et al. [JLM14, JLM+19] analyzed the security of the duplex-based
mode NORX [AJN14], providing bounds for both confidentiality and authenticity in
the nonce-respecting setting. They mentioned that their analysis can be generalized
to Ascon-AE, but they did not provide a proof. Lefevre and Mennink [LM24] made a
dedicated analysis, recovered the bounds claimed by Jovanovic et al., i.e., they proved
(assuming that µ ≤M≪ N),

Advµ-ae
Ascon-AE (A) = O

(
QD

2t
+ µN

2k
+ N2

2b
+ MDN

2c

)
.

In an independent work, Chakraborty et al. [CDN23] derived a tighter bound in the single
user setting, and later [CDN24] extended it to the multi-user setting. We present their
result in Theorem 1, leaving the multicollision terms in an abstract form (cf., Section 3.4).
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Theorem 1 ([CDN23,CDN24]). Let b, c, r, k, n, t ∈ N with b = r + c, k + n ≤ b, t ≤ k, and
k ≤ c. Let µ,N,ME ,MD, QE , QD ∈ N. Consider the Ascon-AE mode of Section 2 with
parameters b, c, r, k, n, t. Let A be an adversary with complexity (N, QE ,ME , QD,MD)
(see Section 3.3 for a detailed definition of complexity). We have

Advµ-ae
Ascon-AE (A) ≤ µ2

2k
+ 2QD

2t
+ M2

E

2b
+ MD (N + MD)

2b
+ mucol (ME , 2r) (MD + N)

2c

+ µ (N + M)
2k

+ mucol (QE , 2t) QD

2c
+ mucol (M + N, 2t) QD

2k

+ Q2
E + Q2

D + QEQD + (2QE + QD) (M + N)
2b

+ QD (M + N)
2c+t

+
mucol

(
QE , 2b−k

)
(M + N)

2k
.

Ignoring constant and logarithmic factors, and using that mucol (q, R) = O
(
1 + q

R

)
and µ ≤M≪ N (cf., Section 3.3), we obtain

Advµ-ae
Ascon-AE (A) = O

(
QD

2t
+ µN

2k
+ MN

2b
+ N

2c

)
. (⋆)

Throughout this work, we will refer to this term as the core term, noting that it
contributes to many of the bounds that will follow in the rest of this work. A notable
observation is that the term O

(
MDN

2c

)
is absent in (⋆). Indeed, in typical duplex-based

authenticated encryption schemes, where keys are only added to the initial state (such as
in MonkeySpongeWrap [Men23]), this term appears in the nonce-respecting bounds, along
with a tight attack for certain parameter sets: Gilbert et al. [GBKR23] described an attack
tailored to precise values of N and MD such that MDN is above 2c, and Lefevre [Lef24]
remarked that taking N ≈MD ≈ 2c/2 allows their attack to succeed with high probability.
For Ascon-AE, and in particular the bound of Theorem 1, this term is absent due to the
additional key blindings, that turn out to enhance conventional nonce-respecting security.

The core bound (⋆) is tight in the simplified setting of Section 3.3, as we show in
Proposition 1.

Proposition 1. Let b, c, r, k, n, t ∈ N with b = r +c, k +n ≤ b, t ≤ k, and k ≤ c. Consider
the Ascon-AE mode of Section 2 with parameters b, c, r, k, n, t. There exist adversaries A1
with QD ≈ 2t, A2 with N ≈ 2k/µ, and A3 with (ME + 2r)N ≈ 2b, such that

Advµ-ae
Ascon-AE (A1) , Advµ-ae

Ascon-AE (A2) , Advµ-ae
Ascon-AE (A3) ≈ 1 .

The proof of Proposition 1 is given in Section 7.1.

4.2 Nonce-Misuse Resistance
4.2.1 Security Model

The security model of Section 4.1 restricts the adversary to only use fresh nonces for
encryption queries. Rogaway and Shrimpton [RS06] proposed the notion of nonce-misuse
resistance, to capture settings where the adversary may have the power to reuse nonces.
As, throughout this work, we do not focus on a unified AE security definition but rather
on the separated notions of confidentiality and authenticity, we only extend Definition 2
to the nonce-misuse resistance setting. The generalization is straightforward: it mainly
consists of dropping the nonce-misuse restrictions.

Definition 3. Consider the Ascon-AE mode of Section 2. Let ($m)µ
m=1 be a family of µ

independent random functions, p
$←− Perm (b), and K1, . . . , Kµ

$←− {0, 1}k.
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◦ The nonce-misuse resistance confidentiality of Ascon-AE against an adversary A is
defined as

Advµ-m-conf
Ascon-AE (A) = ∆A

((
Encp

Km

)µ

m=1 , p± ; ($m)µ
m=1 , p±

)
;

◦ The nonce-misuse resistance authenticity of Ascon-AE against an adversary A is defined
as

Advµ-m-auth
Ascon-AE (A) = Pr

(
A
[(

Encp
Km

, Decp
Km

)µ

m=1 , p±
]

forges
)

,

where A is restricted as follows: O1,m ̸
∗

↪→ O2,m. Here, “forges” denotes the event that A
makes a query to one of the oracles Decp

Km
that does not return ⊥.

This is the strongest possible attack setting with respect to nonce-reuse, and it is trivial
to observe that nonce-misuse security implies nonce-respecting security. We wish to remark
that one-pass schemes, i.e., authenticated encryption functions that make only one pass
over the data, are known to impossibly achieve nonce-misuse confidentiality in terms of
Definition 3, and this particularly applies to Ascon-AE as we demonstrate in Proposition 2
below.

Proposition 2. Consider the Ascon-AE mode of Section 2 with parameters b, c, r, k, n, t.
There exists an adversary A with QE = 2, such that

Advµ-m-conf
Ascon-AE (A) ≈ 1 .

Proof. Let P1, P2 ∈ {0, 1}r, N ∈ {0, 1}n, m ∈ J1, µK. Consider the following attack:

1. Make an encryption query with user m with input (N, ∅, P1), denote the ciphertext
by C1 ∈ {0, 1}r;

2. Make an encryption query with user m with input (N, ∅, P1∥P2), denote the ciphertext
by C ′

1∥C ′
2 where C ′

1, C ′
2 ∈ {0, 1}r;

3. If C1 = C ′
1 return 0, else 1.

In the real world, a repeated block will always output the same ciphertext block, while in
the ideal world, this happens with probability 1

2r . This term can be reduced further by
repeating the attack or by mounting the attack for longer encryption queries.

4.2.2 Overview

We now focus on authenticity. Lefevre and Mennink [LM24] derived a nonce-misuse
authenticity bound of the order

O
(

(⋆) + MN

2c

)
.

Independently, Chakraborty et al. [CDN24] derived a tighter bound:

O
(

(⋆) + M2
E

2c

)
.

However, we identify a flaw in Chakraborty et al.’s analysis. In Proposition 3, we show that
there exists a forgery attack with a success probability of ≈ MEN

2c , which contradicts their
bound. The cause of this flaw is that the nonce-misuse resistance analysis of Chakraborty
et al. [CDN24] is a fairly direct extension of their nonce-respecting setting analysis [CDN23].
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However, in this generalization, some unique aspects of nonce-misuse seem to have been
overlooked. In detail, in their proof, the bad event bad5 is used to compute the probability
that there exists a collision between permutation evaluations from encryption queries and
permutation evaluations from decryption or permutation queries. In the nonce-misuse
setting, the adversary can set the outer part of inner states during encryption queries to a
value of its choice, thus this event happens with a probability of form O

(
MEN

2c

)
, and not

O
(

MD+N
2c + ME(MD+N)

2b

)
as claimed in [CDN24].

Therefore, we consider the bound derived by Lefevre and Mennink. However, their
results hold in a model where the outer and inner permutations are assumed to be
independent, making it incompatible with the model that we consider (cf., Remark 1).
Moreover, two technical subtleties can be noted: (i) their result only holds in the case
where the tag size equals to the nonce size, and (ii) when inspecting the bounds and
manually separating the terms involving the tag from the ones involving the initial state,
an undesirable term of the form N

2b−t appears. Those two factors make the bound less
tight in instances of Ascon-AE that have large or small tag sizes. Addressing point (i)
is particularly important, as the NIST standard draft allows tags to be as short as 64
bits [SMKK24].

For those reasons, we derive a bound addressing points (i) and (ii), which can be found
in Theorem 2.

Theorem 2 ([LM24], revisited). Let b, c, r, k, n, t ∈ N with b = r + c, k + n ≤ b, t ≤ k, and
k ≤ c. Let µ,N,ME ,MD, QE , QD ∈ N. Consider the Ascon-AE mode of Section 2 with
parameters b, c, r, k, n, t. Let A be an adversary with complexity (N, QE ,ME , QD,MD)
(see Section 3.3 for a detailed definition of complexity). We have

Advµ-m-auth
Ascon-AE (A) ≤ µ(µ− 1)

2k+1 + 2µ (M + N)
2k

+ 18M (M + N)
2c

+ 2QD

2t
.

The proof of Theorem 2 is given in Section 6.2.
Using that µ ≤ME ≪ N (cf., Section 3.3), we obtain a bound of the order

Advµ-m-auth
Ascon-AE(A) = O

(
(⋆) + MN

2c

)
. (2)

The bound (2) is tight in the simplified setting of Section 3.3. The attacks from Proposition 1
targeting (⋆) also apply here, and below Proposition 3 matches the term MEN

2c .

Proposition 3. Let b, c, r, k, n, t ∈ N with b = r +c, k +n ≤ b, t ≤ k, and k ≤ c. Consider
the Ascon-AE mode of Section 2 with parameters b, c, r, k, n, t. There exists an adversary
A with MEN ≈ 2c, such that

Advµ-m-auth
Ascon-AE (A) ≈ 1 .

The proof of Proposition 3 is given in Section 7.2. Notably, this generic attack invalidates
the bound of Chakraborty et al. [CDN24].

4.3 Nonce-Misuse Resilience
4.3.1 Security Model

In Section 4.2, we already mentioned that nonce-misuse resistance is the strongest possible
attack setting with respect to nonce-misuse, and one-pass schemes can never achieve confi-
dentiality in this setting. However, one may argue that such one-pass modes still achieve
some level of confidentiality, namely confidentiality up to common prefix. This idea was for-
malized under the notion of online authenticated encryption by Fleischmann et al. [FFL12],
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and also used by notable authenticated encryption schemes like COPA [ABL+13]. However,
this notion has been heavily debated because nonce-misuse may still be devastating through
a trivial attack (and also because of different conceptual reasons) [HRRV15]. Although
Hoang et al. [HRRV15] do amend their criticism with an alternative notion for online
authenticated encryption security, we will not adopt this notion.

Instead, to define a middle-ground between nonce-respecting security (of Section 4.1)
and nonce-misuse resistance (of Section 4.2), we resort to the notion of nonce-misuse
resilience of Ashur et al. [ADL17]. At a high level, this notion covers that nonce-misuse
only affects encryptions under that nonce, and for new nonces, security is still guaranteed.
In a bit more detail, for confidentiality, the adversary gets encryption access in two ways:
through challenge and non-challenge queries, where challenge queries should always be for
new nonces and non-challenge queries may be for repeated nonces. For authenticity, the
adversary may repeat nonces for encryption, but if a nonce is reused, it may not be used
in a forgery attempt anymore.

Definition 4. Consider the Ascon-AE mode of Section 2. Let ($m)µ
m=1 be a family of µ

independent random functions, p
$←− Perm (b), and K1, . . . , Kµ

$←− {0, 1}k.

◦ The nonce-misuse resilience confidentiality of Ascon-AE against an adversary A is
defined as

Advµ-mr-conf
Ascon-AE (A) = ∆A

((
Encp

Km
, Encp

Km

)µ

m=1 , p± ;
(
Encp

Km
, $m

)µ

m=1 , p±
)

,

where A is restricted as follows: O1,m/O2,m ̸
N
↪→ O2,m, and O2,m ̸

N
↪→ O1,m;

◦ The nonce-misuse resilience authenticity of Ascon-AE against an adversary A is defined
as

Advµ-mr-auth
Ascon-AE (A) = Pr

(
A
[(

Encp
Km

, Decp
Km

)µ

m=1 , p±
]

forges
)

,

where A is restricted as follows: O1,m ̸
N
↪↪→ O2,m and O1,m ̸

∗
↪→ O2,m. Here, “forges” denotes

the event that A makes a query to one of the oracles Decp
Km

that does not return ⊥.

It is worth noting that nonce-misuse resilience is indeed situated in-between nonce-
respecting security and nonce-misuse resistance, or more technically, it implies nonce-
respecting security and it is itself implied by nonce-misuse resistance. This observation
will also be used below to argue nonce-misuse resilience of Ascon-AE.

4.3.2 Overview

Guo et al. [GPPS19b] considered nonce-misuse resilience of Ascon-AE under two models,
named muCCAmL1 (multi-user Chosen-Ciphertext Attack security with misuse-resilience
and Leakage), and muCIML2 (multi-user Ciphertext Integrity with Misuse-resistance and
Leakage). The bounds are in a leaky setting, therefore yielding lossy bounds if we are only
interested in nonce-misuse resilience. More importantly, as the authors admit, their results
are merely proof sketches. Additionally, as pointed out by Lefevre and Mennink [LM24],
their proofs contain several incomplete and incorrect steps.

Therefore, we derive our own nonce-misuse resilience security analysis, in Theorem 3.

Theorem 3. Let b, c, r, k, n, t ∈ N with b = r + c, k + n ≤ b, t ≤ k, and k ≤ c. Let
µ,N,ME ,MD, QE , QD ∈ N. Consider the Ascon-AE mode of Section 2 with parameters
b, c, r, k, n, t. Let Aconf be an adversary with complexity (N, QE ,ME), and Aauth with

15



complexity (N, QE ,ME , QD,MD) (see Section 3.3 for a detailed definition of complexity).
We have

Advµ-mr-conf
Ascon-AE

(
Aconf) ≤ µ(µ− 1)

2k+1 + 2µ (ME + N)
2k

+ 18ME (ME + N)
2c

,

Advµ-mr-auth
Ascon-AE

(
Aauth) ≤ µ(µ− 1)

2k+1 + 2µ (M + N)
2k

+ 18M (M + N)
2c

+ 2QD

2t
.

Here, the authenticity bound follows from our nonce-misuse resistance proof of Theo-
rem 2. The confidentiality proof of Theorem 3 is new and is given in Section 6.3.

Using that µ ≤ME ≪ N (cf., Section 3.3), we obtain bounds of the order

Advµ-mr-conf
Ascon-AE

(
Aconf) = O

(
(⋆) + MEN

2c

)
, (3)

Advµ-mr-auth
Ascon-AE

(
Aauth) = O

(
(⋆) + MN

2c

)
. (4)

In particular, nonce-misuse resilience confidentiality and authenticity have a bound of the
same order as authenticity in the nonce-misuse resistance setting.

The attacks from Proposition 1 targeting the core term (⋆) also apply here, and
Proposition 4 matches the term MEN

2c . However, the parametrization of N and ME is not
completely free here, as the attack requires N ≥ 2k−t. Considering the parameter sets of
the instances Ascon-128 and Ascon-128a (see Section 2), the dominating term in the bound
is µN

2k anyway. On the other hand, for the parameter sets of Ascon-80pq, the constraint
translates to N ≥ 232, which is more than reasonable. Therefore, in the simplified setting
of Section 3.3, the bounds (3) and (4) are tight for meaningful parameter sets.

Proposition 4. Let b, c, r, k, n, t ∈ N with b = r +c, k +n ≤ b, t ≤ k, and k ≤ c. Consider
the Ascon-AE mode of Section 2 with parameters b, c, r, k, n, t. There exist two adversaries
Aconf and Aauth with MEN ≈ 2c and N ≥ 2k−t, such that

Advµ-mr-conf
Ascon-AE

(
Aconf) , Advµ-mr-auth

Ascon-AE
(
Aauth) ≈ 1 .

A proof of Proposition 4 can be found in Section 7.3.

5 Leakage Security of Ascon-AE
We will consider the security of the Ascon-AE mode in leaky settings, where the adversary
may learn some internal information during executions through some implementation
mistake or through side-channels. We start with leakage resilience in Section 5.1, followed
by state-recovery security in Section 5.2, and release of unverified plaintext in Section 5.3.

5.1 Leakage Resilience
5.1.1 Security Model

Authenticated encryption schemes are implemented on a wide variety of platforms, and par-
ticularly lightweight authenticated encryption schemes may be implemented in constrained
environments which may leak information. It thus makes sense to analyze the leakage
resilience of Ascon-AE. There exist various different models on how to model leakage
and how to model oracle access. In this work, we restrict our focus to leakage resilience
in the bounded leakage model, as set forth by Dziembowski and Pietrzak [DP08] and
adopted in various later works [Pie09,YSPY10,FPS12,SPY+10,DP10]. In this model, the
adversary gets access to a leak-free version of the construction which it has to distinguish
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from random, exactly as in the models of Section 4, but in addition it gets access to a
leaky version of the scheme, which it may use to gather information. In this leaky version,
we assume a priori that every permutation evaluation p : X 7→ Y leaks certain information.
This leakage is captured through a leakage function L : {0, 1}b × {0, 1}b → {0, 1}λ for
some small value λ. For a function Fp on top of permutation p, we define [Fp]L to be
an evaluation of Fp that additionally leaks L(X, Y ) for each evaluation p : X 7→ Y . We
assume non-adaptive leakage, where the leakage function is defined prior to the experiment
and stays fixed throughout [FPS12]. In detail, we define some set of permitted leakage
functions L = {L : {0, 1}b × {0, 1}b → {0, 1}λ} and expect security for any L ∈ L.

We finally remark that, in its natural form, Ascon-AE cannot achieve confidentiality
and integrity under leakage. The reason is that the leakage function L can be chosen in
such a way that, from the first evaluation of p, different portions of the key are leaked for
different choices of N (a similar attack is described in a bit more detail in Section 5.1.2).
To salvage this, we adopt the notion of leveled implementations as put forward by Pereira
et al. [PSV15], and that was also adopted in leakage resilience analyses of authenticated
encryption schemes [GPPS19a,BGP+20,GPPS20,GPPS19b]. In the concept of leveled
implementations, applied to our context, the outer permutations are strongly protected
and do not leak any information, whereas the inner permutations may leak.

In detail, we refine [Fp]L to be an evaluation of Fp that additionally leaks L(X, Y ) for
each inner evaluation p : X 7→ Y . This, finally, leads us to the following model, which is
based on Barwell et al. [BMOS17] but with two differences: (i) we translate the model to
the random permutation model, and (ii) we do not generalize from conventional nonce-
respecting security (Section 4.1) but rather from nonce-misuse resilience (Section 4.3).

Definition 5. Consider the Ascon-AE mode of Section 2. Let ($m)µ
m=1 be a family of µ

independent random functions, p
$←− Perm (b), and K1, . . . , Kµ

$←− {0, 1}k. Let L be a set
of leakage functions. The leakage resilience AE-security of Ascon-AE against an adversary
A with respect to L is defined as

Advµ-lr-ae
Ascon-AE,L (A) = max

L∈L
∆A

(([
Encp

Km

]
L

, Encp
Km

,
[
Decp

Km

]
L

, Decp
Km

)µ

m=1
, p± ;

([
Encp

Km

]
L

, $m,
[
Decp

Km

]
L

,⊥
)µ

m=1
, p±

)
,

where A is restricted as follows: O2,m ̸
N
↪→ O1,m, O1,m/O2,m/O3,m ̸

N
↪→ O2,m, O2,m ̸

N
↪→ O3,m,

O1,m/O3,m ̸
N
↪→ O4,m, and O2,m ̸

∗
↪→ O4,m.

Just like in Section 4.1, it is more convenient to consider confidentiality and authenticity
separately.

Definition 6. Consider the Ascon-AE mode of Section 2. Let ($m)µ
m=1 be a family of µ

independent random functions, p
$←− Perm (b), and K1, . . . , Kµ

$←− {0, 1}k. Let L be a set
of leakage functions.

◦ The leakage resilience confidentiality of Ascon-AE against an adversary A with respect
to L is defined as

Advµ-lr-conf
Ascon-AE,L (A) = max

L∈L
∆A

(([
Encp

Km

]
L

, Encp
Km

,
[
Decp

Km

]
L

)µ

m=1
, p± ;([

Encp
Km

]
L

, $m,
[
Decp

Km

]
L

)µ

m=1
, p±

)
,

where A is restricted as follows: O2,m ̸
N
↪→ O1,m, O1,m/O2,m/O3,m ̸

N
↪→ O2,m, and O2,m ̸

N
↪→

O3,m;
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◦ The leakage resilience authenticity of Ascon-AE against an adversary A with respect to
L is defined as

Advµ-lr-auth
Ascon-AE,L (A) =

max
L∈L

Pr
(
A
[([

Encp
Km

]
L

, Encp
Km

,
[
Decp

Km

]
L

, Decp
Km

)µ

m=1
, p±

]
forges

)
,

where A is restricted as follows: O2,m ̸
N
↪→ O1,m, O1,m/O2,m/O3,m ̸

N
↪→ O2,m, O2,m ̸

N
↪→ O3,m,

O1,m/O3,m ̸
N
↪→ O4,m, and O2,m ̸

∗
↪→ O4,m.

We can again demonstrate that the notions are equivalent, using a similar reasoning as
in Section 4.1 (or, to be precise, using a similar reasoning as Ashur et al. [ADL17, Section
4.4]). In detail, let A be any adversary against the AE security of Ascon-AE. Then,

Advµ-lr-ae
Ascon-AE,L (A) = maxL∈L ∆A

(([
Encp

Km

]
L

, Encp
Km

,
[
Decp

Km

]
L

, Decp
Km

)µ

m=1
, p± ;

([
Encp

Km

]
L

, $m,
[
Decp

Km

]
L

,⊥
)µ

m=1
, p±

)

≤ maxL∈L ∆A

(([
Encp

Km

]
L

, Encp
Km

,
[
Decp

Km

]
L

, Decp
Km

)µ

m=1
, p± ;

([
Encp

Km

]
L

, Encp
Km

,
[
Decp

Km

]
L

,⊥
)µ

m=1
, p±

)

+ maxL∈L ∆A

(([
Encp

Km

]
L

, Encp
Km

,
[
Decp

Km

]
L

,⊥
)µ

m=1
, p± ;

([
Encp

Km

]
L

, $m,
[
Decp

Km

]
L

,⊥
)µ

m=1
, p±

)
≤Advµ-lr-auth

Ascon-AE,L (A′) + Advµ-lr-conf
Ascon-AE,L (A′′) ,

for some adversaries A′ and A′′ with the same query complexities as A.
Note that if we take the model of Definition 6 with no leakage, hence with λ = 0, the

definition is equivalent to nonce-misuse resilience, which was the starting point of our
model. Looking ahead, we may then consider the notion for arbitrary limited leakage (for
any λ) or the notion for unlimited leakage where λ = b. Clearly, leakage resilience with no
leakage is implied by leakage resilience with limited leakage, which is in turn implied by
leakage resilience with unlimited leakage.
Remark 2. In the bounded leakage model,2 that we adopt, each evaluation of p leaks λ
bits non-adaptively. This could be λ bits of the secret state. The intuition behind this
modeling is that it upper bounds the total amount of knowledge that an adversary can
obtain after repeated evaluations of that permutation. Showing that this assumption is
reasonable, is hard, and likely impossible as it is a rather loose bound [DMP22]. A model
that does slightly better would be hard-to-invert leakage, which requires that the leakage
has the property that, even under knowledge of the leakage, the secret state is hard to
guess [DKL09, FH15], but it is a bit harder to work with. A recent approach that got
closer to reality was simulatable leakage, where the adversary gets knowledge of either
actual leakage or simulated leakage [SPY13], but the instantiation of this approach was
demonstrated to be problematic [LMO+14]. Finally, one can opt to not bound leakage

2The notion “bounded” is standard terminology and refers to the fact that there is a fixed λ. This is
subtly different from the terminology “limited” that we adopt in our analysis and that specifies whether
the bound λ is smaller or equal to b.
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after all, and leave a yet-to-be-determined leakage term in the bound [DMP22]. This term
is a function of all knowledge that is gained by the adversary, and actual side-channel
analysis is needed to accurately bound this term.3

Also for oracle modeling, different approaches exist. Our approach consists of giving
the adversary access to a leaky oracle and a leak-free challenge oracle, which it has to
distinguish from random. Intuitively, this model captures the idea that, even though the
adversary has obtained leakage in the past, new evaluations are still secure. This idea
somewhat aligns with the idea of nonce-misuse resilience, which is that even though the
adversary has misused nonces in the past, evaluations for new nonces are still secure. (It is
for this reason, that Definition 6 adopts the nonce restrictions from nonce-misuse resilience
of Definition 4.) A notable alternative approach is of the work of Guo et al. [GPPS19a],
that was also used to argue leakage resilience of TEDT [BGP+20] and the closely related
work TETSponge [GPPS20,GPPS19b] (they also claim results on Ascon-AE in this model).
This model structurally differs, at a high level, in the fact that also challenge queries leak,
but the security games are not described in a real-or-random setting (as this, presumably,
would require the disputable notion of simulatable leakage) but rather in the left-or-right
setting where the adversary receives the encryption of either M0 or M1. In our impression,
their model is incomparable to the model that we adopt above, and one model may better
capture certain use cases than another model.

5.1.2 Overview

The only analysis of Ascon-AE against leakage is by Guo et al. [GPPS20, GPPS19b].
However, their result is in a different, incomparable, model, as we explained in Remark 2.
Also, their proof lacks a certain level of accuracy as pointed out in Section 4.3. We thus set
out to derive new leakage resilience evidence for Ascon-AE, in the model of Definition 6.
However, in doing to, we remark that, even though the adversary cannot reuse nonces for
challenge queries, it can repeatedly use nonces for non-challenge queries. Because of this,
depending on the set of permitted leakage functions L, Ascon-AE achieves the same level
of leakage resilience under limited leakage as under unlimited leakage. Indeed, if leakage is
limited to only λ = 1 bit but any leakage function is allowed, the leakage function can be
defined to consider the first log2(b) bits and use that bit string as encoding of the bit it will
leak, and by making sufficient queries for the same nonce, the whole state gets eventually
leaked. We admit that this is a rather liberal and non-realistic leakage function, but will
still consider it for the sake of generality. We remark that specifically considering more
realistic leakage functions, for example those that leak the Hamming weight of the first
byte of the state, significantly adds to the complexity and would be a research problem on
its own [BM24,DMMS21].

Because of this, we restrict our focus to leakage resilience under unlimited leakage, and
derive nonce-misuse resilience authenticity and confidentiality in Theorem 4.

Theorem 4 (unlimited leakage). Let b, c, r, k, n, t ∈ N with b = r + c, k + n ≤ b, t ≤ k,
and k ≤ c. Let µ,N,ME ,MD, QE , QD ∈ N. Consider the Ascon-AE mode of Section 2
with parameters b, c, r, k, n, t. Let L be the set of all leakage functions over Ascon-AE that
do not leak any information about the two outer permutation calls during the initialization
and finalization phases. Let Aconf be an adversary with complexity (N, QE ,ME), and
Aauth with complexity (N, QE ,ME , QD,MD) (see Section 3.3 for a detailed definition of

3Refer to Kalai and Reyzin [KR19] for a discussion on leakage models.
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complexity). We have

Advµ-lr-conf
Ascon-AE,L

(
Aconf) ≤ µ(µ− 1)

2k+1 + 2µ (N + M)
2k

+ 18M (M + N)
2c

+ min
{

14Q (N + M)
2k

,
4 (M + N)2

2c
+

6(N + M) ·mucol
(
M + N, 2c−k

)
2k

}
,

Advµ-lr-auth
Ascon-AE,L

(
Aauth) ≤ µ(µ− 1)

2k+1 + 2µ (N + M)
2k

+ 18M (M + N)
2c

+ 2QD

2t

+ min
{

14Q (N + M)
2k

,
4 (M + N)2

2c
+

6(N + M) ·mucol
(
M + N, 2c−k

)
2k

}
.

The proof of Theorem 4 is given in Section 6.4.
Using that µ ≤ME ≪ N (cf., Section 3.3), we obtain bounds of the order

Advµ-lr-conf
Ascon-AE,L

(
Aconf) , = O

(
(⋆) + MN

2c
+ min

{
N2

2c
,

QN

2k

})
, (5)

Advµ-lr-auth
Ascon-AE,L

(
Aauth) = O

(
(⋆) + MN

2c
+ min

{
N2

2c
,

QN

2k

})
. (6)

The attacks from Propositions 1 and 4 targeting respectively the core term (⋆) and the
term MEN

2c also apply here, and Proposition 5 below matches the term min
{

N2

2c , QEN
2k

}
,

under the constraint N ≥ 2k−t, as in Proposition 4. Therefore, in the simplified setting of
Section 3.3, the bounds (5) and (6) are tight for meaningful parameter sets.

Proposition 5. Let b, c, r, k, n, t ∈ N with b = r + c, k + n ≤ b, t ≤ k, and k ≤ c. Let
µ,N,ME ,MD, QE , QD ∈ N. Consider the Ascon-AE mode of Section 2 with parameters
b, c, r, k, n, t. Let L be the set of all leakage functions that do not leak any information
about the two outer permutation calls. There exist two adversaries Aconf and Aauth with
N = max

{
2c/2, 2k/QE , 2k−t

}
such that

Advµ-lr-conf
Ascon-AE,L

(
Aconf) , Advµ-lr-auth

Ascon-AE,L
(
Aauth) ≈ 1 .

Here, the adversaries Aconf and Aauth make min
{

2k−c/2, QE

}
encryption queries.

The proof of Proposition 5 is given in Section 7.4.

5.2 State-Recovery Security
5.2.1 Security Model

The designers of Ascon claimed that, even if the adversary accidentally learns the internal
state of an evaluation of Ascon-AE, mounting forgeries or recovering the key is hard. To
investigate this notion and derive a proper security bound, Lefevre and Mennink [LM24]
formalized the notion of state-recovery authenticity in the context of Ascon-AE. Their
notion was inspired by that of permutation-based leakage resilient authenticity (basically,
authenticity of Definition 6), but stronger in the sense that they (i) considered unlimited
leakage by default and (ii) did not put any restrictions on nonce-misuse. As a consequence
of adjustment (ii), the security game does not have to distinguish between leaky and
non-leaky oracles, and the non-leaky ones can be dropped. We repeat their notion, below.
For completeness, we also include the logical state-recovery confidentiality variant as a
direct generalization of Definition 6 (but with the decryption oracle dropped as encryption
and decryption leakages give the same information in this case), which admittedly is moot
as Ascon-AE is insecure in this model.
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Definition 7. Consider the Ascon-AE mode of Section 2. Let ($m)µ
m=1 be a family of

µ independent random functions, p
$←− Perm (b), and K1, . . . , Kµ

$←− {0, 1}k . Let L be
the leakage function that leaks all inner permutation calls, excluding the ones during the
initialization and finalization phase.

◦ The state-recovery confidentiality of Ascon-AE against an adversary A is defined as

Advµ-sr-conf
Ascon-AE (A) = ∆A

(([
Encp

Km

]
L

, Encp
Km

)µ

m=1
, p± ;

([
Encp

Km

]
L

, $m

)µ

m=1
, p±

)
,

where A is restricted as follows: O2,m ̸
∗

↪→ O1,m, and O1,m ̸
∗

↪→ O2,m;

◦ The state-recovery authenticity of Ascon-AE against an adversary A is defined as

Advµ-sr-auth
Ascon-AE (A) = Pr

(
A
[([

Encp
Km

]
L

,
[
Decp

Km

]
L

)µ

m=1
, p±

]
forges

)
,

where A is restricted as follows: O1,m ̸
∗

↪→ O2,m. Here, “forges” denotes the event that A
makes a query to one of the oracles Decp

Km
that does not return ⊥.

To see that state-recovery authenticity implies leakage resilience authenticity with
unlimited leakage, observe that any state-recovery adversary A′ can easily simulate the
oracles of a leakage resilience adversary A because A′ is free from any nonce repetition
restrictions. A similar observation applies to state-recovery confidentiality compared to
leakage resilience confidentiality, with the reminder that state-recovery confidentiality is
not achieved for Ascon-AE as we demonstrate in Proposition 6 below.

Proposition 6. Let b, c, r, k, n, t ∈ N with b = r +c, k +n ≤ b, t ≤ k, and k ≤ c. Consider
the Ascon-AE mode of Section 2 with parameters b, c, r, k, n, t. There exists an adversary
A with QE = 2, such that

Advµ-sr-conf
Ascon-AE (A) ≈ 1 .

Proof. As in the nonce-misuse confidentiality setting (i.e., Proposition 2), the adversary is
allowed to repeat nonces between the challenge encryption oracle and the non-challenge
encryption oracle, and this breaks security. Let P1, P2 ∈ {0, 1}r, N ∈ {0, 1}n, m ∈ J1, µK.
Consider the following attack:

1. Make an encryption query to oracle O1,m with input (N, ∅, P1). From the leaked
state S, one can recover the ciphertext, denoted by C ∈ {0, 1}r;

2. Make an encryption query to oracle O2,m with input (N, ∅, P1∥P2), denote the
leftmost r bits of the ciphertext by C ′ ∈ {0, 1}r;

3. If C = C ′ return 0, else 1.

In the real world, C will always be equal to C ′ while in the ideal world, this happens with
probability 1

2r . This term can be reduced further by repeating the attack or by mounting
the attack for longer encryption queries.

5.2.2 Overview

The bound derived by Lefevre and Mennink [LM24] is tight, and they presented a matching
attack, which we repeat in Proposition 7. However, similar issues as those in the nonce-
misuse authenticity setting (cf., Theorem 2) apply here, namely the fact that they assumed
the outer and inner permutations to be independent whereas we now assume identical
permutations. To address this, we revisit their result by adapting the proof on leakage
resilience from Theorem 4. The revisited result is presented in Theorem 5.
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Theorem 5 ([LM24], revisited). Let b, c, r, k, n, t ∈ N with b = r + c, k + n ≤ b, t ≤ k, and
k ≤ c. Let µ,N,ME ,MD, QE , QD ∈ N. Consider the Ascon-AE mode of Section 2 with
parameters b, c, r, k, n, t. Let A be an adversary with complexity (N, QE ,ME , QD,MD)
(see Section 3.3 for a detailed definition of complexity). We have

Advµ-sr-auth
Ascon-AE (A) ≤ µ(µ− 1)

2k+1 + 2µ (N + M)
2k

+ 2QD

2t
+ 18M (M + N)

2c

+ 4 (M + N)2

2c
+

6(N + M) ·mucol
(
N + M, 2c−k

)
2k

.

The proof of Theorem 5 is given in Section 6.5.
Using that µ ≤ME ≪ N (cf., Section 3.3), we obtain a bound of the order

Advµ-sr-auth
Ascon-AE

(
Aauth) = O

(
(⋆) + N2

2c

)
. (7)

The attacks from Proposition 1 targeting the core term (⋆) also apply here, and
Proposition 7 below matches the term N2

2c . Therefore, the bound (7) is tight.

Proposition 7 ([LM24]). Let b, c, r, k, n, t ∈ N with b = r + c, k + n ≤ b, t ≤ k, and k ≤ c.
Consider the Ascon-AE mode of Section 2 with parameters b, c, r, k, n, t. There exists an
adversary A with N ≈ 2c/2 such that

Advµ-sr-auth
Ascon-AE (A) ≈ 1 .

The proof of Proposition 7 is given in Section 7.5.

5.3 Release of Unverified Plaintext Security
5.3.1 Security Model

Another weakness in typical use cases of authenticated encryption is in applications
that (accidentally) release plaintext before the tag is verified. This may happen, for
example, in use cases where there is insufficient secure memory to store the message or
mistakes/incompletenesses in implementation occur (cf., Efail [PDM+18]). Andreeva et
al. [ABL+14] formalized the idea of security under release of unverified plaintext (RUP).
In this formalization, the authenticated decryption functionality Dec is separated into a
pure decryption functionality D that outputs the plaintext (without verification) and a
verification functionality V that verifies the authentication:

Dp
K : {0, 1}n × {0, 1}∗ × {0, 1}∗ × {0, 1}t −→ {0, 1}∗ ,

(N, A, C, T ) −→ P ∈ {0, 1}|C| ,

Vp
K : {0, 1}n × {0, 1}∗ × {0, 1}∗ × {0, 1}t −→ {⊤,⊥} ,

(N, A, C, T ) −→ ⊤ or ⊥ .

RUP confidentiality is covered by plaintext awareness, that considers a distinguisher that
has access to the encryption functionality, and either the (unverified) decryption or an
extractor Ext that has knowledge of earlier encryption queries and aims to simulate the
D functionality.4 Authenticity is covered by an adversary that gets access to encryption,
(unverified) decryption, and the verification function, and wins if it forges.

4This is called plaintext awareness 1 (PA1). Andreeva et al. [ABL+14] described the stronger setting of
PA2 where Ext has no knowledge of earlier encryption queries, but a scheme that is not PA1 secure is
also not PA2 secure.
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Definition 8. Consider the Ascon-AE mode of Section 2. Let ($m)µ
m=1 be a family of µ

independent random functions, p
$←− Perm (b), and K1, . . . , Kµ

$←− {0, 1}k.

◦ Let Ext = (Extm)µ
m=1 be a family of stateful algorithms. The RUP confidentiality (or,

plaintext awareness) of Ascon-AE against an adversary A with respect to Ext is defined
as

Advµ-rup-conf
Ascon-AE,Ext (A) = ∆A

((
Encp

Km
, Dp

Km

)µ

m=1 , p± ;
(
Encp

Km
, Extm

)µ

m=1 , p±
)

,

where Extm has access to the query history made by A to O1,m;

◦ The RUP authenticity of Ascon-AE against an adversary A is defined as

Advµ-rup-auth
Ascon-AE (A) = Pr

(
A
[(

Encp
Km

, Dp
Km

, Vp
Km

)µ

m=1 , p±
]

forges
)

,

where A is restricted as follows: O1,m ̸
∗

↪→ O3,m. Here, “forges” denotes the event that A
makes a query to one of the oracles Vp

Km
that does not return ⊥.

In the resources (N, QE ,ME , QD,MD) of Section 3.3, the terms QD and MD now
additionally account for the queries made to the verification oracle V. We remark that
there have been follow-up works of Ashur et al. [ADL17] and Chang et al. [CDD+19] who
presented RUPAE and AERUP, respectively, with the aim to unify RUP security into one
definition. In our work, however, we restrict to considering separate confidentiality and
authenticity notions.

We remark that RUP authenticity is implied by state-recovery authenticity (cf., Defini-
tion 7). This implication, however, is not immediately clear, so we write it out in detail.
(In fact, this applies to any authenticated encryption scheme, but we write it out for
Ascon-AE as this is the scope of the work.)

Lemma 2. Consider the Ascon-AE mode of Section 2. Let p
$←− Perm (b) and K1, . . . , Kµ

$←−
{0, 1}k . Let A be a RUP authenticity adversary with complexity (N, QE ,ME , QD,MD).
There exists a state-recovery authenticity adversary A′ with complexity (N, QE ,ME , QD,MD),
such that

Advµ-rup-auth
Ascon-AE (A) ≤ Advµ-sr-auth

Ascon-AE (A′) .

Proof. Consider RUP authenticity adversary A that gets access to the following oracles:((
Encp

Km
, Dp

Km
, Vp

Km

)µ

m=1 , p±
)

.

It is restricted to O1,m ̸
∗

↪→ O3,m. We construct state-recovery adversary A′ that gets access
to the following oracles: (([

Encp
Km

]
L

,
[
Decp

Km

]
L

)µ

m=1
, p±

)
,

that is restricted to O1,m ̸
∗

↪→ O2,m, and that will use its oracles to simulate the oracles of
A. Note that A may repeat certain queries whereas A′ may not. To solve this, A′ will
maintain a database of its queries to the previous oracles. If A′ is about to repeat a query,
it will instead retrieve the result from the database. For the rest, adversary A′ operates as
follows:

• A makes an oracle query Encp
Km

(N, A, P ): Adversary A′ relays the query to[
Encp

Km

]
L

to obtain (C, T ) and all intermediate states. It discards the intermediate
states and relays (C, T ) to A. It stores (N, A, P, C, T ) in a database;
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• A makes an oracle query Dp
Km

(N, A, C, T ):

– If (N, A, C, T ) corresponds to an earlier encryption query (note that A may
relay from its first to second oracle but A′ may not), there must be a unique P
such that (N, A, P, C, T ) in A′s database. A′ replies with that plaintext P ;

– If (N, A, C, T ) does not correspond to an earlier encryption query, A′ queries[
Decp

Km

]
L

on the same inputs, it reconstructs P from the state leakages, and
replies with P ;

• A makes an oracle query Vp
Km

(N, A, C, T ): Adversary A′ queries
[
Decp

Km

]
L

on the same inputs. If the response is a valid plaintext, A′ replies with ⊤, otherwise
it replies with ⊥;

• A makes an oracle query p±: Adversary A′ simply relays the query to its own
permutation oracle p± and relays the response back.

If A mounts a forgery in any of its queries to Vp
Km

, then A′ also mounts a valid forgery.
This proves the claim.

It does not seem possible to reduce RUP confidentiality to state-recovery confidentiality.
There is some similarity, though: RUP confidentiality gives the adversary access to an
encryption oracle and a decryption oracle, whereas the state-recovery adversary gets access
to a leaky encryption oracle (which it can use to simulate the RUP encryption oracle)
and a challenge encryption oracle (which it can use to simulate the RUP decryption
oracle, noting that it can reuse nonces). However, the RUP adversary is allowed to
freely relay queries whereas the state-recovery adversary is not, and in fact upcoming
RUP confidentiality attack of Proposition 8 exploits this, and it cannot be turned into a
state-recovery confidentiality attack.

5.3.2 Overview

In their formalism of release of unverified plaintext, Andreeva et al. [ABL+14] also
demonstrated that nonce-based length-preserving (i.e., |C| = |P |) authenticated encryption
schemes cannot achieve PA1 security. We repeat their result in the context of Ascon-AE.

Proposition 8. Let b, c, r, k, n, t ∈ N with b = r +c, k +n ≤ b, t ≤ k, and k ≤ c. Consider
the Ascon-AE mode of Section 2 with parameters b, c, r, k, n, t. There exists an adversary
A with QE = 1 and QD = 1, such that

Advµ-rup-conf
Ascon-AE (A) ≈ 1 .

Proof. Let C ∈ {0, 1}r, N ∈ {0, 1}n, and m ∈ J1, µK. Consider the following attack:

1. Make a decryption query with user m with input (N, ∅, C), denote the plaintext by
P ∈ {0, 1}r;

2. Make an encryption query with user m with input (N, ∅, P ), denote the ciphertext
by C ′ ∈ {0, 1}r;

3. If C = C ′ return 0, else 1.

In the real world, these are identical evaluations of Ascon-AE and C = C ′, whereas in the
ideal world, this only holds if Extm output the right plaintext P and this happens with
probability 1

2r . This term can be reduced further by repeating the attack or by mounting
the attack for a longer decryption query.
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That said, Ascon-AE achieves authenticity under release of unverified plaintext. This
already follows from Theorem 5 and Lemma 2, but this bound is not tight and we derive a
better bound below.

Theorem 6. Let b, c, r, k, n, t ∈ N with b = r + c, k + n ≤ b, t ≤ k, and k ≤ c. Let
µ,N,ME ,MD, QE , QD ∈ N. Consider the Ascon-AE mode of Section 2 with parameters
b, c, r, k, n, t. Let A be an adversary with complexity (N, QE ,ME , QD,MD) (see Section 3.3
for a detailed definition of complexity). We have

Advµ-rup-auth
Ascon-AE (A) ≤ µ(µ− 1)

2k+1 + 2µ (M + N)
2k

+ 18M (M + N)
2c

+ 2QD

2t
.

The proof of Theorem 6 is given in Section 6.6.
Using that µ ≤ME ≪ N (cf., Section 3.3), we obtain a bound of the order

Advµ-rup-auth
Ascon-AE (A) = O

(
(⋆) + MN

2c

)
. (8)

In particular, RUP authenticity has a bound of the same order as that of nonce-misuse
resistance authenticity.

The adversary is more powerful in the RUP setting than in the nonce-misuse resistance
setting: the attack described in Proposition 3 applies, where encryption queries can be
substituted for decryption queries. Therefore, the bound (8) is tight, as we make explicit
in Proposition 9.

Proposition 9. Let b, c, r, k, n, t ∈ N with b = r +c, k +n ≤ b, t ≤ k, and k ≤ c. Consider
the Ascon-AE mode of Section 2 with parameters b, c, r, k, n, t. There exists an adversary
A with MN ≈ 2c, such that

Advµ-rup-auth
Ascon-AE (A) ≈ 1 .

6 Security Proofs for Ascon-AE
We include the security proofs of Theorems 2–6 here, in Sections 6.2–6.6, respectively. The
first proof, that of Section 6.2, is worked out in full detail as it lays the foundation for the
subsequent proofs. Before doing so, we introduce the H-coefficient technique in Section 6.1.

6.1 H-Coefficient Technique
We present below the H-Coefficient technique by Patarin [Pat91,Pat08b], as modernized
by Chen and Steinberger [CS14]. Consider two collections of oracles WI and WR, and an
adversary A that aims to distinguish between WI and WR. We summarize the interaction
between A and the world in a transcript, which contains tuples of query-responses. Consider
a partition of all the transcripts attainable in WI as T = TGOOD ∪ TBAD. If there exist
ϵ1, ϵ2 ≥ 0 such that

∀τ ∈ TGOOD,
Pr (A [WR] generates τ)
Pr (A [WI ] generates τ) ≥ 1− ϵ1 ,

and Pr (A [WI ] generates τ ∈ TBAD) ≤ ϵ2 ,

then,

∆A(WI ,WR) ≤ ϵ1 + ϵ2 .

We will use the H-coefficient technique in all subsequent proofs.
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6.2 Proof of Theorem 2
Let A be a nonce-misuse adversary that makes at most N permutation queries, QE

encryption queries of at most ME blocks, and QD decryption queries of at most MD blocks,
as in the theorem statement. Our goal is to upper bound Advµ-m-auth

Ascon (A). We will adopt a
distinguishing game approach, i.e., consider the distinguishing game version of authenticity,
where the challenge decryption oracle is replaced by ⊥. Therefore, the adversary interacts
either with the real world WR, which gives access to

[(
Encp

Km
, Decp

Km

)µ

m=1 , p±
]
, or with

the ideal world WI , which gives access to
[(

Encp
Km

,⊥
)µ

m=1 , p±
]
. Without loss of generality,

we assume in all subsequent proofs that the associated data and plaintext provided as
input to the construction oracles are already padded, and if not, the construction oracles
return ⊥.

Transcript Notation. We define notation for the transcript that can be obtained from the
adversarial interaction with the different oracles. The transcript, named τ , is an ordered
list of tuples. Each tuple registers a query made to an oracle, and its structure depends on
the type of query:

• A forward (resp., inverse) permutation query with input X and output Y generates
the transcript element (X, Y, fwd) (resp., (X, Y, inv));

• An encryption query with user m, input (N, A, P ), and output (C, T ) generates the
transcript element (E, m, N, A, P, C, T );

• A decryption query with user m, input (N, A, C, T ), and output P̃ generates the
transcript element (D, m, N, A, C, T, P̃ ).

Paths Notation. In both worlds, the encryption queries generate intermediate states
through permutation evaluations; in the real world, decryption queries also produce interme-
diate states. In order to label these states properly, let us define some notation. Any element
(O, m, N, A, B,−,−) ∈ τ is associated to a path, denoted by path = (O, m, N, A, B, 1).
Here B is equal to the plaintext blocks if O = E, or the ciphertext blocks if O = D. The
last element is a bit; it equals 1 if the path is final, so that the final key blinding has
been applied to the last permutation call. From path, we define inductively subpaths. We
say that path′ = (O′, m′, N ′, A′, B′, f ′) is a parent of path = (O, m, N, A, B, f) whenever
(O′, m′, N ′) = (O, m, N), f ′ = 0, and

• either A′ = A, |B′| = |B| − 1, and B′ = B [1 : |B′|],

• or B′ = B = ∅, |A′| = |A| − 1, and A′ = A [1 : |A′|].

The only paths without parents are of the form (O, m, N, ∅, ∅, 0), while all other paths have
a unique parent. Note that either path and path′ are both encryption paths (i.e., their first
element is E), or both decryption paths (i.e., their first element is D). For convenience,
given a construction query, the set defined by the path path associated with this query,
along with all ancestors of path, is referred to as the set of paths generated by that query.
Denote by P the set of all paths which are generated by all queries. According to the
inductive definition above, the number of encryption paths is equal to ME , the number of
decryption paths is equal to MD, and |P| = ME + MD. To illustrate this, consider the
example encryption query made in Figure 3, with input (m, N, (A1, . . . , Au), (P1, . . . , Pv)).
The final path associated to this encryption query is called path4, which is a child of path3,
which is itself a grandX-child of path2 for some X ≥ 0, which is itself a grandX’-child of
path1 for some X ′ ≥ 0, which has itself no parent.
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Figure 3: Illustration of intermediate states in the real world of an
encryption query. Assuming that the key is the one of user num-
ber m, in our example we have path1 = (E, m, N, ∅, ∅, 0), path2 =
(E, m, N, (A1, . . . , Au), ∅, 0), path3 = (E, m, N, (A1, . . . , Au), (P1, . . . , Pv−1), 0), and
path4 = (E, m, N, (A1, . . . , Au), (P1, . . . , Pv), 1).

Intermediate States. We can now effectively label the intermediate states generated
by permutation evaluations from encryption queries, and in the real world additionally
from decryption queries. We define two dictionaries Sin and Sout, with labels either
in P in the real world, or in the set of encryption paths in the ideal world. Given
path = (O, m, N, A, B, f), Sin[path] (resp., Sout[path]) corresponds to the input (resp.,
output) of the permutation evaluation made when doing a construction query with user m,
nonce N , after having absorbed the associated data blocks A, and having processed the
blocks B (to clarify, if path is an encryption path, those blocks are considered as being
added to the outer part of the state, while if path is a decryption path, the blocks overwrite
the outer parts of the state). In particular, if path = (O, m, N, A, P, 1), then Sin[path] must
include the key addition, and if path = (O, m, N, ∅, ∅, 0), then Sin[path] = IV ∥Km∥N .
Figure 3 illustrates Sin[path] and Sout[path] given our example encryption query.

We will specify a procedure to generate mock intermediate states in the ideal world,
but before that we need to introduce further notation to pinpoint the existing relationships
between two intermediate states in the real world. First, we say that a decryption path
path = (D, m, N, A, C, f) is superseded by an encryption path path′ = (E, m, N, A, P, f)
associated to an encryption query (E, m, N, A′, P ′, C ′, T ) ∈ τ if |P | = |C| and C = C ′[1 :
|C|]. Intuitively, this means that path gets the exact same user, nonce, and ciphertexts as
an encryption path path′, so that their intermediate states Sin[path] and Sin[path′] (resp.,
Sout[path] and Sout[path′]) must be the same. Let PS be the set of decryption paths that
are superseded.

Moreover, given two paths pathP and pathC, Sout[pathP] and Sin[pathC] must be related
whenever pathP is a parent of pathC, through the addition of constants, key material, and
data blocks. We define the function XorState (pathP, pathC) ∈ {0, 1}b for any parent-child
pair (pathP, pathC) ∈ P2, which handles the inner parts as follows:

XorState ((O, m, N, A, B, f), (O, m, N, A′, B′, f ′)) ={
0b−k∥Km if A = B = ∅

0b otherwise

}
⊕
{

0b−11 if A = A′, B = ∅
0b otherwise

}
⊕
{

0r∥Km∥0c−k if f ′ = 1
0b otherwise

}
.

Therefore, we have

Sin[pathC] c= Sout[pathP]⊕XorState (pathP, pathC) .

Before moving on, we need one last piece of notation. Let path = (O, m, N, A, P, f) ∈ P .
We define the set ValidXor (path) of b-bit elements. This set captures all the possible
values for the inner part of Sin[path′], for all potential child / superseded paths path′ of
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path. It is defined as:

ValidXor (path) =



{0b} if f = 1 ,{
0∗∥Km, (0∗∥Km)⊕ (0∗∥1) ,

(0∗∥Km)⊕ (0∗∥1)⊕
(
0r∥Km∥0c−k

)}
if A = P = ∅ ,{

0b, 0∗∥1, (0∗∥1)⊕
(
0r∥Km∥0c−k

)}
if A ̸= ∅, P = ∅ ,{

0b,
(
0r∥Km∥0c−k

)}
if P ̸= ∅ .

Looking ahead, ValidXor (path) will be useful for the probability computation of the bad
events in a query-wise fashion. An important remark for this upcoming bad event analysis
is that |ValidXor (path)| ≤ 3 always holds.

Mock Intermediate States. Our approach will be to establish an extended transcript
that releases the intermediate states associated to all construction queries. Therefore, we
define a procedure to generate mock intermediate states in the ideal world, in other words
define Sin[path] and Sout[path] for any decryption path path ∈ P . Those states mimic the
structure of Ascon-AE by using the intermediate states generated by the prior encryption
queries, the user keys (Km)µ

m=1, as well as some fresh randomness. The sampling procedure,
taking place at the end of the interaction, operates as follows:

• Sample Sout[path], for all path = (D, m, N, A, C, f) as follows:

– If path is superseded by an encryption path path′, then Sout[path]← Sout[path′];
– Else, Sout[path] $←− {0, 1}b;

• Then, sample Sin[path], for all path = (D, m, N, A, C, f) as follows:

– If P = A = ∅, then necessarily f = 0 and Sin[(D, m, N, ∅, ∅, 0)]← IV ∥Km∥N ;
– Else, path has necessarily a decryption parent path path′. Then:

∗ If C ̸= ∅, let C̃ be the last block of C. Then:
Sin[path]← C̃∥⌊XorState (path′, path)⊕ Sout[path′]⌋c ;

∗ Else, let Ã be the last block of A. Then:
Sin[path]←

(
Ã∥0c

)
⊕XorState (path′, path)⊕ Sout[path′] .

All these states are generated after the interactive phase. However, some of them might
use randomness from the non-interactive phase (e.g., the Sin[(D, m, N, ∅, ∅, 0)]s are fixed
by the user key Km). This sampling procedure generates MD − |PS| b-bit random states.

Extended Transcript. Now that the dictionaries Sin and Sout are defined for all labels in
P in both worlds, we can define the extended transcript τ̃ built from τ by adding elements
as follows:

• All permutation queries (X, Y, d) are kept untouched;

• A construction query tuple (O, m, N, B,−) ∈ τ is followed by tuples of the form
(path, Sin[path], Sout[path]) for all paths generated by the aforementioned query. If a
path repeats due to the nonce-misuse setting, the repeating tuples are removed from
the transcript. Moreover, any decryption path that is superseded by an encryption
path is removed from the transcript;

• At the end of τ̃ , a tuple containing the keys (K1, . . . , Kµ) is added.
Summarizing, from τ̃ we can reconstruct the list of all permutation queries (X, Y, d), the
user’s keys, the two dictionaries Sin and Sout, and the sets P and PS. This extended
transcript is released at the end of the interaction, right before the distinguisher outputs
its decision bit.
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Bad Events. We introduce the following bad events:

ColKm
a : ∄=m1, m2 ∈ J1, µK such that Km1 = Km2 ;

GueKm
a : ∃m ∈ J1, µK, (X, Y, d) ∈ τ̃ such that X[b− k − n + 1 : b− n] = Km, or
∃m ∈ J1, µK, path′ = (m′, N ′, A′, P ′, f ′) ∈ P \ PS

such that (A′∥P ′ ̸= ∅) and Sin[(path′)][b− k − n + 1 : b− n] = Km ;
ColSm

a : ∄=path = (m, N, A, P, 0), path′ = (m′, N ′, A′, P ′, 0) ∈ P \ PS ,

∃δ ∈ ValidXor (path) , δ′ ∈ ValidXor (path′)
such that Sout[path]⊕ δ

c= Sout[path′]⊕ δ′ ;
GueSm

a : ∃(X, Y, d) ∈ τ̃ , path = (O, m, N, A, P, f) ∈ P \ PS, δ ∈ ValidXor (path)

such that
(

f = 0 and X
c= Sout[path]⊕ δ

)
or Y = Sout[path] ;

Decm
a : ∃(D, m, N, A, C, T, P̃ ) ∈ τ̃ such that ⌊Sout[(D, m, N, A, C, 1)]⌋t ⊕ ⌊Km⌋t = T , or
∃path ∈ P superseding (D, m, N, A, C, 1) with ⌊Sout[path]⌋t ⊕ ⌊Km⌋t = T ;

BADm
a : ColKm

a ∨GueKm
a ∨ColSm

a ∨GueSm
a ∨Decm

a .

The sub-/superscript in the bad events indicates the proof setting, where “m” indicates
that we are in the nonce-misuse resistance setting and “a” that we focus on authenticity.
(Here, we remark that upcoming proofs extend over this main proof, and so do their bad
events.) ColKm

a pinpoints collisions between two user keys, GueKm
a corresponds to the

event that the adversary guesses a user key via a permutation query, or indirectly via a
construction query. ColSm

a refers to the event that two potential intermediate states collide
on their inner parts, and GueSm

a corresponds to the adversary guessing an intermediate
(or potential future intermediate) state. Finally, Decm

a corresponds to the event that a
decryption query is rejected, but the corresponding intermediate state returns the tag that
was guessed by the adversary. This covers two situations, as outlined in the bad event: (i)
a decryption query with a tag T is made, but the corresponding mock final state generated
at the end of the interaction matches the tag, and (ii) a decryption query with a tag T is
made, but later the corresponding encryption is made and returns the tag T .

Probability of Good Transcripts. As long as BADm
a is not set, there are no collisions

between intermediate states, and no overlap exists between the permutation evaluations
stemming from construction queries and those from permutation queries. Consequently, by
the design of the sampling procedure in the ideal world, the intermediate states generated
in the ideal world adhere to the structure of the mode Ascon-AE. Moreover, ¬BADm

a
guarantees that the real world rejects all decryption queries. Therefore, every good
transcript which is reachable in the real world is also reachable in the ideal world, and
vice-versa.

Let τ̃ be a transcript that does not set BADm
a . In the real world, this transcript might

not induce exactly N + ME + MD permutation calls, as the permutation evaluations from
encryption and decryption queries might overlap.5 Let ℓE(τ̃), ℓD(τ̃) be such that, in the
real world, the encryption (resp., decryption) queries induce exactly ME − ℓE(τ̃) (resp.,
MD − ℓD(τ̃)) distinct permutation evaluations, and let ℓ(τ̃) = ℓE(τ̃) + ℓD(τ̃). We have

Pr (A [WR] generates τ̃) = 1
(2b)N+ME+MD−ℓ(τ̃)

1
(2k)µ .

5Indeed, the quantities ME and MD are defined separately, but do not account for potential repeated
permutation evaluations. For instance, if encryption query (E, m, N, A, P, C, T ) is followed by a decryption
query (D, m, N, A, C∥C̃, T̃ ), then fresh permutation evaluations begin only from the moment of absorbing
C̃.
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In the ideal world, the decryption queries do not generate permutation evaluations, and
the overlap between ME and MD impacts only the number of mock intermediate states.
Remarking that ℓ(τ̃) is the number of superseded decryption paths, a good transcript
induces ME + N distinct permutation evaluations, and MD − ℓ(τ̃) distinct random states
Sout[path]. Therefore,

Pr (A [WI ] generates τ̃) = 1
(2b)N+ME

(2b)MD−ℓ(τ̃)
1

(2k)µ .

We therefore obtain

Pr (A [WR] generates τ̃)
Pr (A [WI ] generates τ̃) =

(
2b
)
N+ME

(2b)MD−ℓ(τ̃)

(2b)N+ME+MD−ℓ(τ̃)
≥ 1 . (9)

Probability of BADm
a in the Ideal World. We do this evaluation in a query-wise

fashion, upper bounding on-the-fly the probability that any fresh permutation evaluation
or mock intermediate state triggers BADm

a . Permutation evaluations are considered in
the order they occur, while mock intermediate states are considered at the end. Let
i ∈ J1,ME +NK, and for an event Evt, Evt[i] denotes the probability that Evt is set after
i fresh permutation evaluations (coming either from permutation or encryption queries).
Let BADm

a [0] be ColKm
a , as this is the only event that can be set before any query from

the distinguisher. Therefore, BADm
a ∧ ¬BADm

a [ME + N] denotes the event that one of
the intermediate states generated after the interaction (i.e., by decryption queries that are
not superseded) sets BADm

a .
Let 1C[i] denote the indicator function equal to one if and only if the evaluation number

i is fresh and made in the context of a construction query (here, necessarily an encryption
query). Similarly, 1P[i] equals one if and only if the evaluation number i is fresh and made
from a permutation query. Note that whenever an encryption query (E, m, N, A, P, C, T ) is
made, there can exist earlier decryption queries of the form (D, m, N, A, C, Tj ,⊥)j . Define
ηenc,dec[i] as follows:

• If evaluation i originates from a permutation query or an encryption query with a
non-final path, then ηenc,dec[i] = 0;

• Otherwise, let (E, m, N, A, P, C, T ) ∈ τ be the associated encryption query, then
ηenc,dec[i] counts the number of (necessarily earlier) decryption queries of the form
(D, m, N, A, C, Tj ,⊥).

Since two encryption queries with the same user, nonce, associated data, but with different
plaintexts cannot have the same ciphertexts, one single decryption query cannot contribute
to increment two distinct ηenc,dec[i] and ηenc,dec[j]. Therefore, we have

∑ME+N
i=1 ηenc,dec[i] ≤

QD.
We break down the probability of BADm

a by using basic probability as follows:

1. BADm
a [0], or ColKm

a by definition;

2. BADm
a [i] for i ∈ J1,ME + NK, in more detail:

(a) GueKm
a [i], assuming ¬BADm

a [i− 1];
(b) Decm

a [i], assuming ¬BADm
a [i− 1] ∧ ¬GueKm

a [i];6

(c) ColSm
a [i], assuming ¬BADm

a [i− 1] ∧ ¬GueKm
a [i] ∧ ¬Decm

a [i];
(d) GueSm

a [i], assuming ¬BADm
a [i− 1] ∧ ¬GueKm

a [i] ∧ ¬Decm
a [i] ∧ ¬ColSm

a [i];
6Note that, although Decm

a involves a decryption query, any permutation evaluation that triggers this
bad event during the interactive phase comes from an encryption query.
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3. BADm
a after the interaction, which is equivalent to BADm

a assuming ¬BADm
a [ME +

N].

Case 2 can be set only with intermediate states from encryption queries while case 3
involves additionally intermediate states from decryption queries.

Case 1. Let us start with the bounding of case 1. We have

Pr (BADm
a [0]) = Pr (ColKm

a ) ≤ µ(µ− 1)
2k+1 . (10)

Case 2. In the following, let i ∈ J1,ME +NK. We first focus on the conditioned GueKm
a [i]

probability of case 2a. In order to set this event, the adversary must be able to guess one
of the µ uniform random keys, either via a direct permutation call, or via a permutation
evaluation made from an encryption query. In the second case, we can out of generosity for
this event only assume that the adversary has full control on the input of the intermediate
states. Moreover, each failed guess eliminates µ elements in {0, 1}k from the set of candidate
keys. Therefore,

Pr (GueKm
a [i] | ¬BADm

a [i− 1]) ≤ (1P[i] + 1C[i]) µ

2k − µ (ME + N)

≤ (1P[i] + 1C[i]) 2µ

2k
, (11)

where we used that µ (M + N) ≤ 2k−1.
Regarding the conditioned Decm

a [i] of case 2b, this event during the interactive phase
can be set only during the generation of a final state of an encryption query. Those
aforementioned states are sampled uniformly in a permutation-consistent way, added to
the key, and truncated before output. The keys are uniformly random and hidden from
the adversary, and there are by definition ηenc,dec[i] candidate tags to hit. Therefore,

Pr (Decm
a [i] | ¬BADm

a [i− 1] ∧ ¬GueKm
a [i]) ≤ ηenc,dec[i] 1

2t
. (12)

Then, we focus on the conditioned ColSm
a [i] probability in case 2c. This event can

be set only by an evaluation from an encryption query. Let path ∈ P be the associated
encryption path. Assuming ¬BADm

a , the state Sout[path] is sampled uniformly at random
from a set of size at least 2b −ME −N. Therefore, the probability that Sout[path] collides
on its inner part with any other state Sout[path′], modulo XORing key material or the
domain separator bits (captured by the presence of δ and δ′), can be upper bounded by

1C[i] 9 · 2r ·ME

2b −ME −N
,

where we used that |ValidXor (path)| ≤ 3. Therefore,

Pr (ColSm
a [i] | ¬BADm

a [i− 1] ∧ ¬GueKm
a [i] ∧ ¬Decm

a [i]) ≤ 1C[i] 18ME

2c
, (13)

where we used that ME + N ≤ 2b−1.
Then, let us focus on the conditioned GueSm

a [i] from case 2d. First, if the evaluation
number i comes from a permutation query (X, Y, d) ∈ τ , then for every existing intermediate
state Sin[path] and Sout[path], we evaluate the probability that the query (X, Y, d) paired
with the state sets BADm

a , and count the number of candidate states to be guessed:

• If d = fwd (resp., d = inv), then the state Y (resp., X) is sampled uniformly at
random from a set of size at least 2b−ME −N, thus it collides with a Sout[path]⊕ δ
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on its inner part with probability at most 3·2r

2b−ME−N
. There are at most ME such

states, thus we get a probability at most

1P[i] 6ME

2c
,

where we used that ME + N ≤ 2b−1. From now on, we consider the other cases,
where the direction of the permutation aligns with the state to guess;

• If the state to guess is of the form Sout [(E, m, N, A, P, 1)], then conditioned on
¬BADm

a [i−1], this state is sampled uniformly from a set of size at least 2b−ME−N.
The outer b − t bits are completely hidden from the adversary. The rightmost t
bits are added to ⌊Km⌋t before being returned as tag. Since the keys are random
and hidden, access to those t bits is of no help for the adversary. The total number
of distinct states Sout [(E, m, N, A, P, 1)] is upper bounded by QE . Therefore, this
event is set with probability at most

1P[i] QE

2b −ME −N
≤ 1P[i] 2QE

2b
,

where we used that ME + N ≤ 2b−1;

• Otherwise, the state to guess is an internal state (either the output of the first
permutation evaluation, the input of the last permutation evaluation, or any input
or output of a middle permutation evaluation). Since the adversary is allowed to
repeat nonces, we can without loss of accuracy in the bounding assume that the
states have their outer part set to a value of the adversary’s choice, thus we consider
equality on the inner part. Each of the states is sampled uniformly from a set of
size at least 2b −ME − N, and as long as ¬BADm

a [i − 1] holds, their inner part
remains secret from the adversary. There are at most 3 (ME −QE) states concerned
(including potential future states), thus we obtain a probability at most

1P[i] 3 (ME −QE) · 2r

2b −ME −N
≤ 1P[i] 6 (ME −QE)

2c
,

where we used that ME + N ≤ 2b−1.

Then, if the evaluation number i comes from an encryption query and is associated to a
path path, in all cases the bad event can be triggered only by the randomness of Sout[path].
There are at most 3 different possible values for δ, and Sout[path] is sampled uniformly at
random from a set of size at least 2b−ME−N. Therefore, this event is set with probability
at most

1C[i] 6N2c
,

where we used that ME + N ≤ 2b−1. Therefore,

Pr (GueSm
a [i] | ¬BADm

a [i− 1] ∧ ¬GueKm
a [i] ∧ ¬Decm

a [i] ∧ ¬ColSm
a [i])

≤ 1P[i] 12ME

2c
+ 1C[i] 6N2c

. (14)

Case 3. Finally, we can focus on the conditioned bad event in case 3. Because ¬BADm
a [ME+

N] holds, then in order to be set, the bad event necessarily involves an intermediate state
Sout[path], for path a decryption path not superseded. The inner part of these states are
sampled uniformly at random, with at most MD such states in total. We evaluate all
sub-events as follows:

32



• ColKm
a : this event cannot be set after the interaction;

• GueKm
a : this event is set with probability at most 2µMD

2k , where we used that
µ (N + M) ≤ 2k−1;

• ColSm
a : this event is set with probability at most 9MD(ME+MD)

2c ;

• GueSm
a : this event is set with probability at most 6MDN

2c ;

• Decm
a : this event is set with probability at most QD

2t .

Therefore,

Pr (BADm
a | ¬BADm

a [ME + N]) ≤ 2µMD

2k
+ 9MD(ME + MD)

2c
+ 6MDN

2c
+ QD

2t
. (15)

Conclusion. By combining the conditioned probabilities of (10) to (15), we obtain

Pr (BADm
a ) ≤ µ(µ− 1)

2k+1 + 2µ (M + N)
2k

+ 18M (M + N)
2c

+ 2QD

2t
.

We obtained an upper bound for the probability that the ideal world generates a bad
transcript. Using the H-coefficient technique, and the fact that the ratio of good transcript
is lower-bounded by one (cf., (9)), we conclude. □

6.3 Proof of Theorem 3
Authenticity in the nonce-misuse resilience setting is implied by authenticity in the nonce-
misuse setting (i.e., Theorem 2). This proof is therefore dedicated to confidentiality. This
proof will re-use a significant part of the notation defined in Section 6.2, and we will
explicitly highlight the adaptations made here.

Let A be an adversary that makes at most N permutation queries, and QE encryption
queries of at most ME blocks, as in the theorem statement. Our goal is to upper bound
Advµ-mr-conf

Ascon (A). The adversary interacts either with the real world WR, which gives
access to

[(
Encp

Km
, Encp

Km

)µ

m=1 , p±
]
, or with the ideal world WI , which gives access to[(

Encp
Km

, $m

)µ

m=1 , p±
]
. A may misuse nonces with the queries to O1,m, but not with

O2,m. We will refer to a query to O2,m as a challenge query, and to O1,m as a learning
query. Let ME,C be the data complexity of challenge queries, and ME,L the one of learning
queries, so that ME = ME,C + ME,L.

Transcript Notation. We define below notation for the transcript τ :

• A forward (resp., inverse) permutation query with input X and output Y generates
the transcript element (X, Y, fwd) (resp., (X, Y, inv));

• A challenge encryption query with user m, input (N, A, P ), and output (C, T )
generates the transcript element (EC , m, N, A, P, C, T );

• A learning encryption query with user m, input (N, A, P ), and output (C, T ) generates
the transcript element (EL, m, N, A, P, C, T ).
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Paths and Intermediate States. We will re-use the path notation from Section 6.2.
This time, all construction queries are encryption queries, so that the paths take the
form path = (O, m, N, A, P, f) ∈ P, where O = EC if the associated query is a challenge
query, otherwise O = EL. Thanks to the fact that the queries to O1,m and O2,m do not
have overlapping nonces, a challenge path cannot be the parent of a learning path, and
vice-versa. Because the queries to the challenge oracle are nonce-respecting, each challenge
path can have at most one child. We define the dictionaries Sin and Sout similarly to
Section 6.2. The labels of the dictionaries are in P in the real world, or the set of learning
paths in the ideal world.

Mock Intermediate States. Again, our approach will be to establish an extended
transcript that releases the intermediate states associated to all construction queries.
Therefore, we define in the following a procedure to generate mock intermediate states in
the ideal world for Sin[path] and Sout[path] for any challenge path path. The sampling
procedure, taking place at the end of the interaction, operates as follows:

• Sample Sin[path], for all path = (EC , m, N, A, P, f) as follows:

– If P = A = ∅, then necessarily f = 0 and Sin[path]← IV ∥Km∥N ;

– Else, if P = ∅, then Sin[path] $←− {0, 1}b;
– Else, let l ∈ N be the length of P , find the (unique) encryption query with user

m and nonce N , get the ciphertext block number l (name it Cl), and sample
Z

$←− {0, 1}c. Then: Sin[path]← Cl∥Z;

• Then, sample Sout[path], for all path = (EC , m, N, A, P, f) as follows:

– If f = 1, the existence of such a path means that there exists (EC , m, N, A, P, C, T ) ∈
τ . Then, sample Z

$←− {0, 1}b−t, and: Sout[path]← Z∥ (⌊Km⌋t ⊕ T );
– Otherwise, let pathC = (m, N, A′, P ′, f ′) be the (necessarily unique) child of

path, and let B ∈ {0, 1}r be the last block of A′∥P ′, then:

Sout[path]← (B∥0c)⊕XorState (path, pathC)⊕ Sin[pathC] .

All of these states are generated after the interactive phase. However, some of them might
use randomness from the non-interactive phase (e.g., the Sin[(EC , m, N, ∅, ∅, 0)] are fixed
by the user key Km, and the Sout[(EC , m, N, A, P, 1)] have their rightmost t bits set by
the encryption query output, along with the key Km).

Extended Transcript. Now that the dictionaries Sin and Sout are defined for all labels
in P in both worlds, we can define the extended transcript τ̃ built from τ by replacing
adding elements as follows:

• All permutation queries (X, Y, d) are kept untouched;

• An encryption query tuple (O, m, N, A, P, C, T ) ∈ τ is now followed by tuples of the
form (path, Sin[path], Sout[path]) for all path generated by (m, N, A, P ). If some
paths repeat (due to the nonce-misuse setting), then the duplicates are removed
from the transcript;

• At the end of τ̃ , a tuple containing the keys (K1, . . . , Kµ) is added.

Summarizing, from τ̃ we can reconstruct the two dictionaries Sin and Sout, the set P, the
list of all permutation queries (X, Y, d), and the user’s keys. This transcript is released at
the end of the interaction, right before the distinguisher outputs its decision bit.
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Bad Events. We will re-use the bad events defined in Section 6.2, except Dec, which
does not apply there. In order to completely inherit the notation from this section, let us
define PS = ∅. The bad events are as follows:

ColKmr
c : ColKm

a (of Section 6.2) ; GueKmr
c : GueKm

a (of Section 6.2) ;
ColSmr

c : ColSm
a (of Section 6.2) ; GueSmr

c : GueSm
a (of Section 6.2) ;

BADmr
c : ColKmr

c ∨GueKmr
c ∨ColSmr

c ∨GueSmr
c .

Probability of Good Transcripts. As in Section 6.2, the absence of BADmr
c guarantees

that the intermediate states generated in the ideal world are consistent with the structure
of the mode Ascon-AE. Therefore, every transcript which is reachable in the real world is
also reachable in the ideal world, and vice-versa. Let τ̃ be a transcript that does not set
BADmr

c . In the real world, this transcript induces N + ME,L + ME,C permutation calls
and µ keys, thus

Pr (A [WR] generates τ̃) = 1
(2b)N+ME,L+ME,C

1
(2k)µ .

In the ideal world, this transcript induces N + ME,L permutation calls, ME,C random
values, and µ keys. Therefore,

Pr (A [WI ] generates τ̃) = 1
(2b)N+ME,L

(2b)ME,C

1
(2k)µ .

Therefore,

Pr (A [WR] generates τ̃)
Pr (A [WI ] generates τ̃) =

(
2b
)
N+ME,L

(2b)ME,C

(2b)N+ME,L+ME,C

≥ 1 . (16)

Probability of BADmr
c in the Ideal World. This will be done in a query-wise fashion,

similarly to Section 6.2. In the ideal world, the only encryption queries that trigger
permutation evaluations are learning queries. Let i ∈ J0,ME,L + NK, and denote by
BADmr

c [i] the probability that BADmr
c is set after i fresh permutation evaluations

(coming either from permutation or learning construction queries). Here, as before,
BADmr

c [0] = ColKmr
c .

By basic probability, we have

Pr (BADmr
c ) ≤ Pr (BADmr

c [ME,L + N])
+ Pr (BADmr

c | ¬BADmr
c [ME,L + N]) . (17)

We remark that the bounding of the query-wise event BADmr
c [ME,L + N] can be

performed the same way as in the proof from Section 6.2, the differences being that
(i) at most ME,L permutation evaluations from encryption queries are made during the
interactive phase (as opposed to ME in Section 6.2), and (ii) the bad event Dec does not
apply here. Therefore,

Pr (BADmr
c [ME,L + N])

≤ µ(µ− 1)
2k+1 + 2µ (ME,L + N)

2k
+ 18 (ME,L)2

2c
+ 18ME,LN

2c
. (18)

The bad events in the second term appearing in (17) can also be upper bounded the same
way, noticing again that this phase involves ME,C fresh intermediate states (and not MD).
This time, the intermediate states have their entire b bits generated randomly, but since
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the bad events are defined only on the inner part, we can use the same bounding technique.
We obtain

Pr (BADmr
c | ¬BADmr

c [ME,L + N])

≤ 2µME,C

2k
+ 9ME,C(ME,L + ME,C)

2c
+ 6ME,CN

2c
. (19)

Finally, combining (18) and (19) into (17), we obtain

Pr (BADmr
c ) ≤ µ(µ− 1)

2k+1 + 2µ (ME + N)
2k

+ 18ME (ME + N)
2c

.

We obtained an upper bound for probability that the ideal world generates a bad transcript.
Using the H-coefficient technique, and the fact that the ratio of good transcript is lower-
bounded by one (cf., (16)), we conclude. □

6.4 Proof of Theorem 4
We consider authenticity in Section 6.4.1 and confidentiality in Section 6.4.2.

6.4.1 Authenticity

Let A be an adversary that makes at most N permutation queries, QE encryption queries
of at most ME blocks, and QD decryption queries of at most MD blocks, as in the theorem
statement. Our goal is to upper bound Advµ-lr-auth

Ascon,L (A), for any set of leakage functions that
do not leak any information about the two outer permutation calls during the initialization
and finalization phases. We therefore assume maximal leakage, so that the leakage function
leaks all inner permutation calls. The adversary interacts either with the real world WR,
which gives access to

[([
Encp

Km

]
L

, Encp
Km

,
[
Decp

Km

]
L

, Decp
Km

)µ

m=1
, p±

]
, or with the

ideal world WI , which gives access to
[([

Encp
Km

]
L

, Encp
Km

,
[
Decp

Km

]
L

,⊥
)µ

m=1
, p±

]
.

The adversary must be nonce-respecting with its queries to O2,m. The oracles O1,m

and O3,m will be referred to as the leaky oracles, while the oracles O2,m and O4,m will
be referred to as the challenge oracles. Although O2,m does not produce real-or-random
strings, we still categorize it as a challenge oracle because the nonces used with O2,m can
be re-used with the decryption oracle O4,m. To accurately track the adversarial resources,
we refine the online complexity (Q,M) as follows: it is split into the queries to the challenge
oracles (QC ,MC) and queries to the leaky oracles (QL,ML). These are further divided into
encryption and decryption queries, with the symbols D or E prepended to the subscript.
For example, (QE,L,ME,L) represents the online complexity of queries made to the leaky
encryption oracle.

Transcript Notation. We define below a notation for the transcript τ :

• A forward (resp., inverse) permutation query with input X and output Y generates
the transcript element (X, Y, fwd) (resp., (X, Y, inv));

• A leaky query with user m generates the following transcript elements:

– If the query is an encryption query with input (N, A, P ), and output (C, T ),
the element (EL, m, N, A, P, C, T ) is added to the transcript;

– If the query is a decryption query with input (N, A, C, T ), and output P̃ , the
element (DL, m, N, A, C, T, P̃ ) is added to the transcript;
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– An element (X, Y, cons), for all inner permutation evaluations made with input
X and output Y from the construction. In other words, all permutation
evaluations are added to the transcript, except the two outer ones;

• A query to the challenge encryption oracle with user m, input (N, A, P ), and output
(C, T ), generates the transcript element (EC , m, N, A, P, C, T );

• A query to the challenge decryption oracle with user m, input (N, A, C, T ), and
output P̃ , generates the transcript element (DC , m, N, A, C, T, P̃ ).

Paths and Intermediate States. We adapt the path notation from Section 6.2 as follows:
• The paths generated by the challenge queries inherit the inductive path definition

from Section 6.2, with one administrative modification: the very first element of the
path is adjusted to distinguish it as a challenge path. In detail, a challenge path
takes the form path = (O, m, N, A, B, f), where O = EC if the associated query
is an encryption query, and O = DC if the associated query is a decryption query.
Denote by PC the set of paths generated by this procedure, and let PS be the set of
decryption paths in PC that are superseded;

• A leaky query (O, m, N, A, B,−) ∈ τ with O ∈ {EL, DL} generates exactly two
paths: (O, m, N, ∅, ∅, 0) and (O, m, N, A, B, 1). All other intermediate states are
given to the adversary and treated as direct permutation queries in the transcript.
Let PL be the set of paths generated by leaky construction queries.

Let P = PL ∪ PC be the set of all paths generated by construction queries. We define the
dictionaries Sin and Sout as in Section 6.2, with labels in P in the real world. In the ideal
world, however, the challenge decryption paths are (not yet) present. We stress that the
leaked intermediate states (X, Y, cons) are absent in the set of paths P.

Mock Intermediate States. Again, we aim to establish an extended transcript that
releases the intermediate states, hence we need to specify a procedure to sample Sin[path]
and Sout[path] for any challenge decryption path path. The procedure is the same as the
one defined in Section 6.2, and we can safely ignore leaky paths, since they do not have
overlapping nonces.

Extended Transcript. Now that the dictionaries Sin and Sout are defined for all keys in
P in both worlds, we can define the extended transcript τ̃ built from τ as follows:

• All permutation evaluations from permutation queries or from leaky construction
queries (X, Y, d) are kept untouched, except that if a tuple (X, Y ) repeats, then it is
removed from τ̃ ;

• A challenge construction query (O, m, N, A, P, C, T ) ∈ τ is now followed by tuples of
the form (path, Sin[path], Sout[path]) for all paths descendant of the aforementioned
query. If some paths repeat (due to the nonce-misuse setting, or if a decryption path
is superseded by a challenge encryption path), then the duplicates are removed from
the transcript;

• A leaky construction query (O, m, N, A, P, C, T ) ∈ τ is now followed by tuples of
the form (path, Sin[path], Sout[path]), for the two elements path generated by the
aforementioned query. Again, if some paths are redundant, then the duplicates are
removed from the transcript;

• At the end of τ̃ , a tuple containing the keys (K1, . . . , Kµ) is added.
This transcript is released at the end of the interaction, right before the distinguisher
outputs its decision bit.
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Bad Events. We introduce the following bad events:

ColKlr
a : ColKm

a (of Section 6.2) ; GueKlr
a : GueKm

a (of Section 6.2) ;
Declr

a : ∃(DC , m, N, A, C, T, P̃ ) ∈ τ̃ such that ⌊Sout[(DC , m, N, A, C, 1)]⌋t ⊕ ⌊Km⌋t = T , or
∃path ∈ P superseding (DC , m, N, A, C, 1) with ⌊Sout[path]⌋t ⊕ ⌊Km⌋t = T ;

ColSlr
a : ∄=path ∈ PC \ PS, path′ ∈ P \ PS

such that Sin[path] c= Sin[path′] or Sout[path] c= Sout[path′] ;
GueSlr

a : ∃(X, Y, d) ∈ τ̃ , path ∈ P \ PS such that X
c= Sin[path] or Y

c= Sout[path] ;
BADlr

a : ColKlr
a ∨GueKlr

a ∨ColSlr
a ∨GueSlr

a ∨Declr
a .

Compared to the bad events from Section 6.2, ColSlr
a now only considers collisions involving

a challenge intermediate state. Moreover, GueSlr
a has been adjusted to account for the

fact that not all intermediate states are added to the set P. Finally, Declr
a accounts for

the fact that the decryption queries are clearly distinguished as challenge queries, though
this adjustment is purely administrative.

Probability of Good Transcripts. The absence of BADlr
a prevents the ideal world from

generating states which do not adhere to the structure of the Ascon-AE mode. In addition,
the absence of BADlr

a (or, more precisely, of Declr
a ) in the real world prevents the

challenge decryption oracle from returning a string P̃ different from ⊥. Therefore, every
good transcript which is reachable in the real world is also reachable in the ideal world,
and vice-versa. Let τ̃ be a good transcript. Such a transcript induces a certain number
of permutation evaluations from the queries to the leaky oracles and the permutation
queries. These evaluations do not overlap with evaluations from the challenge oracles, and
the count is identical in both the real and ideal worlds. Moreover, in the real world, the
challenge queries induce MD,C + ME,C − |PS| additional permutation evaluations, while
in the ideal world this induces ME,C additional permutation evaluations and MD,C − |PS|
random b-bit states. Therefore, similarly to Section 6.2, we have

Pr (A [WR] generates τ̃)
Pr (A [WI ] generates τ̃) ≥ 1 . (20)

Probability of BADlr
a in the Ideal World. We will again use a query-wise approach

to evaluate the probability to set BADlr
a . The number of permutation evaluations done

during the interactive phase is at most ME + MD,L + N. Let i ∈ J0,ME + MD,L + NK.
We will re-use the notation ηenc,dec[i] from Section 6.2. Since part of the leaky evaluations
is treated the same way as permutation queries, we refine the indicator functions 1C[i] and
1P[i] into the following functions:

• 1P,CL[i] is equal to 1 if and only if the evaluation number i is fresh, and (i) either the
evaluation is from a direct permutation query, or (ii) the evaluation comes from a
leaky construction evaluation. CL stands for “construction leaky”. The total number
of is setting this function to 1 is the number of tuples (X, Y, d) in the extended
transcript, thus at most N + ML −QL;

• 1C,KB[i] is equal to 1 if and only if the evaluation number i is fresh, and comes from
a construction evaluation during the leftmost or rightmost permutation evaluation.
1C,KB[i] is itself refined into 1C,KBI[i] and 1C,KBF[i], for respectively the initial and the
final evaluation. Each of these functions is set to 1 by at most QE + QD,L different
indexes. KBI and KBF stand for respectively “initial key blinding” and “final key
blinding”;
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• 1CH[i] is equal to 1 if and only if the permutation evaluation number i is fresh, and
originates from an internal state generated during a challenge permutation query
(excluding thus the key blindings). Thanks to the nonce-respecting setting, the
number of is that set this function to 1 is at most ME,C − 2QE,C .

We will derive two distinct bounds, with the second involving an additional auxiliary event,
which helps to manage inner collisions. Depending on the adversarial resources, the tighter
of the two bounds will apply.

Probability of BADlr
a in the Ideal World, First Bound. In this bounding, we evaluate

BAD1lr
a := BADlr

a , without an additional auxiliary event. We break down the probability
of BAD1lr

a by using basic probability as follows:

1. BAD1lr
a [0], or ColKlr

a by definition;

2. BAD1lr
a [i] for i ∈ J1,ME + MD,L + NK, in more detail:

(a) GueKlr
a [i], assuming ¬BAD1lr

a [i− 1];
(b) GueSlr

a [i], assuming ¬BAD1lr
a [i− 1] ∧ ¬GueKlr

a [i];
(c) ColSlr

a [i], assuming ¬BAD1lr
a [i− 1] ∧ ¬GueKlr

a [i] ∧ ¬GueSlr
a [i];

(d) Declr
a [i], assuming ¬BAD1lr

a [i− 1] ∧ ¬GueKlr
a [i] ∧ ¬ColSlr

a [i] ∧ ¬GueSlr
a [i];

3. BAD1lr
a at the end of the interaction, which is equivalent to BAD1lr

a assuming
¬BAD1lr

a [ME + MD,L + N].

Cases 1, 2a, 2d, and 3 can be upper bounded the same way as in Section 6.2, so that

Pr
(

BAD1lr
a [0]

)
≤ µ(µ− 1)

2k+1 , (21)

Pr
(

GueKlr
a [i] | ¬BAD1lr

a [i− 1]
)
≤ (1P,CL[i] + 1CH[i] + 1C,KBF[i]) 2µ

2k
, (22)

Pr
(

Declr
a [i] | ¬BAD1lr

a [i− 1] ∧ ¬GueKlr
a [i] ∧ ¬ColSlr

a [i] ∧ ¬GueSlr
a [i]

)
≤ ηenc,dec[i] 1

2t
, (23)

Pr
(

BAD1lr
a | ¬BAD1lr

a [ME + MD,L + N]
)
≤ 2µMD,C

2k
+ QD,C

2t

+ 2MD,C (M + N)
2c

. (24)

where we used that µ (N + M) ≤ 2k−1. Now, we have two cases left.

Case 2b. We focus on the conditioned GueSlr
a [i]. If the evaluation is from a permutation

query or a leaky internal state evaluation, it can target either an input/output of a
leftmost/rightmost permutation call, or a challenge intermediate state. For challenge
intermediate states, using that the inner part of challenge intermediate states is secret and
hidden from the adversary, we obtain a probability of at most

1P,CL[i] 4ME,C

2c
,

where we used that M + N ≤ 2b−1. For the key blinding input/outputs, the adversary has,
in the best case, access to the input of the evaluation before the key additions and the
output after the key additions. It therefore remains to guess the state after key addition.7

7For the output of the rightmost key blinding, we take a lossy step here.
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There are 3 different places where the key blinding is applied,8 thus in total at most
3(QE + QD,L) states to be guessed. Therefore, this event is set with a probability of at
most

1P,CL[i] 6 (QE + QD,L)
2k

,

where we used that Q (M + N) ≤ 2k−1. Else, if the evaluation i is from an internal state
evaluation due to a challenge query, we obtain a probability of at most

1CH[i] 4 (N + ML −QL)
2c

,

where we used that M + N ≤ 2b−1. Else, if the evaluation i is from a construction query
during the leftmost or rightmost evaluation, we obtain a probability of at most

1C,KB[i] 4 (N + ML −QL)
2k

,

where we used that Q (M + N) ≤ µ2k−1. Therefore,

Pr
(

GueSlr
a [i] | ¬BAD1lr

a [i− 1] ∧ ¬GueKlr
a [i]

)
≤ 1P,CL[i] 4ME,C

2c

+ 1CH[i] 4 (N + ML −QL)
2c

+ 1P,CL[i] 6 (QE + QD,L)
2k

+ 1C,KB[i] 4 (N + ML −QL)
2k

. (25)

Case 2c. We focus on the conditioned ColSlr
a [i]. With this event, only collisions with a

challenge intermediate state matter. Those states have a secret inner part, and can be
evaluated similarly to the conditioned GueSlr

a [i]. Therefore,

Pr
(

ColSlr
a [i] | ¬BAD1lr

a [i− 1] ∧ ¬ColKSlr
a [i] ∧ ¬GueSlr

a [i]
)

≤ 1C,KB[i] 4ME,C

2c
+ 1CH[i]

(
6QL

2c
+ 4ME,C

2c

)
, (26)

where we used M + N ≤ 2b−1.
Combining (21) to (26), and simplifying the bounds with constant factor losses, we

obtain

Pr
(

BAD1lr
a

)
≤ µ(µ− 1)

2k+1 + 2µ (N + M)
2k

+ 14Q (N + M)
2k

+ 2QD

2t
+ 18M (M + N)

2c
.

(27)

Probability of BADlr
a in the Ideal World, Second Bound. We introduce the following

auxiliary bad event Innerlr
a , set whenever there exists i ∈ J1,ME + MD,L + NK such that

the output of the evaluation i collides on its inner part with a prior permutation evaluation
input or output.

Let BAD2lr
a = BADlr

a ∨ Innerlr
a , we will evaluate the probability of BAD2lr

a . Let

8Note that due to the absence of GueKlr
a [i], the event can never be set with the input of the leftmost

permutation call.
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i ∈ J0,ME + MD,L + NK. We introduce the following random variables:

ΘKBI[i] = max
Z∈{0,1}c−k

∣∣{path = (m, N, ∅, ∅, 0) ∈ P[1 : i] | ∃p (Sin[path]) in forward direction

such that Sout[path][c + 1 : c− k] = Z
}∣∣ ,

ΘKBF[i] = max
Z∈{0,1}c−k

∣∣∣{(X, Y, d) ∈ τ̃ [1 : i] | d ∈ {fwd, cons} and ⌊Y ⌋c−k = Z
}

∪
{

path = (m, N, ∅, ∅, 0) ∈ P[1 : i] | ∃p (Sin[path]) in forward direction

such that ⌊Sout[path]⌋c−k = Z
}∣∣∣ ,

where we abuse notation with P [1 : i] to denote the set of path descendants of the queries
made up to and including the evaluation number i.

Moreover, let ΘKBI and ΘKBF denote respectively ΘKBI[N+ME +MD,L] and ΘKBF[N+
ME + MD,L]. The variable ΘKBI counts the maximal size of multicollisions on the middle
c − k bits made from the first permutation evaluation in the construction queries. The
variable ΘKBF counts the maximal size of multicollisions on the lowest c − k bits, over
(almost) all permutation evaluations made in the forward direction. It is constructed from
two sets: one that gathers the states generated from challenge queries or construction queries
with a single plaintext/ciphertext block, and another one that gathers forward permutation
queries and leaky permutation evaluations. All forward permutation evaluations are
included since they can potentially be presented as input to the final permutation evaluation.
Looking ahead, since Innerlr

a is included in the bad events, this means that, as long as
BAD2lr

a does not occur, the internal states generated from construction queries are
only from forward permutation evaluations, and we can use ΘKBI and ΘKBF to tame
multicollisions. We thus have

Ex (ΘKBI) ≤ mucol
(
Q, 2c−k

)
, Ex (ΘKBF) ≤ mucol

(
M + N, 2c−k

)
. (28)

We will evaluate the probability of BAD2lr
a . Again, we break down the probability of

BAD2lr
a using basic probabilities as follows:

1. BAD2lr
a [0]: same bounding as (21);

2. BAD2lr
a [i], for all i ∈ J1,N + ME + MD,LK, we evaluate:

(a) GueKlr
a [i], assuming ¬BAD2lr

a [i− 1]: same bounding as (22);
(b) Innerlr

a [i], assuming ¬BAD2lr
a [i−1]∧¬GueKlr

a [i]∧¬ColKSlr
a [i]: the reasoning

and bounding is done later in (29);
(c) GueSlr

a [i] ∧ ¬BAD2lr
a [i − 1] ∧ ¬Innerlr

a [i] ∧ ¬GueKlr
a [i]: the reasoning and

bounding is done later in (31);
(d) ColSlr

a [i], assuming ¬BAD2lr
a [i− 1]∧¬GueKlr

a [i]∧¬Innerlr
a [i]∧¬GueSlr

a [i]:
same bounding as (26);

(e) Declr
a [i], assuming ¬BAD2lr

a [i− 1]∧¬GueKlr
a [i]∧¬Innerlr

a [i]∧¬ColSlr
a [i]∧

¬GueSlr
a [i]: same bounding as (23);

3. BAD2lr
a at the end of the interaction, which is equivalent to BAD2lr

a assuming
¬BAD2lr

a [N + ME + MD,L]: Innerlr
a cannot be set at the end of the interaction,

and the same bound as (24) can be derived.

We are left with two cases.

Case 2b. We start to evaluate the conditioned Innerlr
a [i]. This corresponds to the

probability that a b-bit string generated in a permutation-consistent way collides on its
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inner part with another b-bit string:

Pr
(

Innerlr
a [i] | ¬BAD2lr

a [i− 1] ∧ ¬GueKlr
a [i] ∧ ¬ColKSlr

a [i]
)

≤ (1P,CL[i] + 1C,KB[i]) 4(i− 1)
2c

, (29)

where we used that M + N ≤ 2b−1.

Case 2c. We then evaluate the event GueSlr
a [i]∧¬BAD2lr

a [i−1]∧¬Innerlr
a [i]∧¬GueKlr

a [i].
We will introduce the multicollision random variables ΘKBI and ΘKBF only during the
sub-case that requires it, which is the reason why we did not switch to conditioned
probabilities directly. If the ith evaluation is from a permutation query or a leaky internal
state evaluation, we upper bound the probability that the evaluation guesses correctly one
of the following states:

• A state that is input of the leftmost key blinding: this case has already been handled
with the bad event GueKlr

a [i];

• A state that is output of the leftmost key blinding: the states in question are XORed
with the keys before being leaked, and we can use multicollisions on the middle
c− k bits, since the key blinding evaluations are made in the forward direction. Let
θKBI ∈ N, then conditioned on ΘKBI[i] = θKBI, this event is set with probability at
most

1P,CL[i] 2θKBI

2k
;

• A state that is input of the rightmost key blinding: the same reasoning applies here.
Let θKBF ∈ N, then conditioned on ΘKBF[i] = θKBF, this event is set with probability
at most

1P,CL[i] 2θKBF

2k
;

• A challenge intermediate state, or output of the rightmost key blinding: the states
in question are sampled uniformly and remain secret from the adversary. Therefore,
this event is set with probability at most

1P,CL[i] 4 (ME,C −QE,C + QL)
2c

.

On the other hand, if the ith evaluation is from an internal evaluation due to a challenge
query, the event is set with a probability of at most

1CH[i] 4 (N + ML −QD,L)
2c

.

If the ith evaluation corresponds to a construction evaluation and is the output of the
leftmost or rightmost permutation evaluation, then the output state is once again sampled
in a permutation-consistent manner, and the event occurs with a probability of at most

1C,KB[i] 4 (N + ML −QD,L)
2c

.

We next consider the case when the ith evaluation is from a construction evaluation, and
the event is evaluated on the rightmost permutation input. Then, in the best case, the
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adversary can choose among a certain set of states with full control on their outer parts,
and then the key addition is applied on the middle k bits of the chosen state S. For all
existing (X, Y, d) ∈ τ̃ [1 : i− 1], the only candidates to set this event must have their outer
part and rightmost c−k bits set to those of S. Let Z ∈ {0, 1}b−k, and define CZ as follows:

CZ = {(X, Y, d) ∈ τ̃ | ⌈X⌉r∥⌊X⌋c−k = Z} .

CZ counts the number of (X, Y, d) ∈ τ̃ such that X has its top r bits concatenated with its
bottom c− k bit fixed to Z. By the absence of Innerlr

a [i], the state S was obtained only
from forward permutation evaluations, so that multicollisions can be used. Let θKBF ∈ N.
We define 1C,KBF,Z [i | θKBF] to be the indicator function equal to 1 if and only if, conditioned
on ΘKBF = θKBF, the evaluation number i is a rightmost key blinding, has it top r bits
concatenated with its bottom c− k bits equal to Z. Conditioned on ΘKBF = θKBF, this
event is set with a probability of at most∑

Z∈{0,1}b−k

1KBf,Z [i | θKBF] 2CZ

2k
.

Looking ahead, when summing over all queries and all possible values for multicollisions,
we will have a term of the form:∑

i

∑
θKBF

∑
Z

1KBf,Z [i | θKBF] 2CZ

2k
Pr (ΘKBF[i] = θKBF)

=
∑

Z

2CZ

2k

∑
θKBF

Pr (ΘKBF = θKBF)
∑

i

1C,KBF,Z [i | θKBF]

≤
∑

Z

2CZ

2k

∑
θKBF

Pr (ΘKBF = θKBF) · θKBF

≤
2(N + M) ·mucol

(
N + M, 2c−k

)
2k

, (30)

where we used (28). Therefore,

Pr
(

GueSlr
a [i] ∧ ¬BAD2lr

a [i− 1] ∧ ¬GueKlr
a [i] ∧ ¬Innerlr

a [i]
)

≤ 1P,CL[i] 2 (ME,C −QE,C + QL)
2c

+ (1CH[i] + 1C,KBI[i]) 2 (N + ML)
2c

+
∑

θKBF∈N

1P,CL[i] 2θKBF

2k
+

∑
Z∈{0,1}b−k

1C,KBF,Z [i | θKBF] 2CZ

2k

 ·Pr (ΘKBF = θKBF)

+
∑

θKBI∈N
1P,CL[i] 2θKBI

2k
Pr (ΘKBI = θKBI)

≤ 1P,CL[i] 2 (ME,C −QE,C + QL)
2c

+ (1CH[i] + 1C,KBI[i]) 2 (N + ML)
2c

+ 1P,CL[i]
2mucol

(
N + M, 2c−k

)
2k

+ 1P,CL[i]
2mucol

(
Q, 2c−k

)
2k

+
∑

θKBF∈N
Pr (ΘKBF = θKBF)

∑
Z∈{0,1}b−k

1C,KBF,Z [i | θKBF] 2CZ

2k
. (31)

Combining (21) to (24), (26) and (29) to (31), we obtain

Pr
(

BAD2lr
a

)
≤ µ(µ− 1)

2k+1 + 2µ (N + M)
2k

+ 2QD

2t
+ 18M (M + N)

2c

+ 2 (M + N)2

2c
+

6(N + M) ·mucol
(
N + M, 2c−k

)
2k

. (32)
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Since both bounds (27) and (32) are valid upper bounds of the probability of BADlr
a ,

we take the minimum of these two bounds and obtain

Pr
(

BADlr
a

)
≤ min

{
Pr
(

BAD1lr
a

)
, Pr

(
BAD2lr

a

)}
≤ µ(µ− 1)

2k+1 + 2µ (N + M)
2k

+ 2QD

2t
+ 18M (M + N)

2c

+ min
{

14Q (N + M)
2k

,
4 (M + N)2

2c
+

6(N + M) ·mucol
(
N + M, 2c−k

)
2k

}
.

We obtained an upper bound for the probability that the ideal world generates a bad
transcript. Using the H-coefficient technique, and the fact that the ratio of good transcript
is lower-bounded by one (cf., (20)), we conclude. □

6.4.2 Confidentiality

Let A be an adversary that makes at most N permutation queries, QE encryption queries
of at most ME blocks, and QD decryption queries of at most MD blocks, as in the
theorem statement. Our goal is to upper bound Advµ-lr-conf

Ascon,L (A), for any set of leakage
functions that do not leak any information about the two outer permutation calls during
the initialization and finalization phases. The adversary interacts either with the real
world WR, which gives access to

[([
Encp

Km

]
L

, Encp
Km

,
[
Decp

Km

]
L

)µ

m=1
, p±

]
, or with the

ideal world WI , which gives access to
[([

Encp
Km

]
L

, $m,
[
Decp

Km

]
L

)µ

m=1
, p±

]
, where the

adversary must be nonce-respecting with its queries to O2,m.
Similarly to the fact that the nonce-misuse authenticity proof can be used for bounding

confidentiality in the nonce-misuse resilience setting, the proof of leakage resilience authen-
ticity can be reused for leakage resilience confidentiality. We adopt the same terminology
as in Section 6.4.1, with O1,m and O3,m will be referred to as leaky oracles, and O2,m and
O4,m referred to as challenge oracles.

Setup. We adopt the same transcript and path notation as in Section 6.4.1, with the
difference that there are no challenge decryption queries, which thus do not appear in
the transcript, nor in the paths. We also generate mock intermediate states, following
the same procedure as in the nonce-misuse resilience confidentiality proof in Section 6.2,
and we can safely ignore leaky paths, since they do not have overlapping nonces. The
extended transcript, released at the end of the interaction, can be derived as in Section 6.4.1.
From τ̃ we can reconstruct the two dictionaries Sin and Sout, the set P, the list of all
permutation queries (X, Y, d), and the users’ keys. Finally, we re-use the bad events defined
in Section 6.4.1, except Dec, which does not apply there. In order to inherit the notation
from this section, let us define PS = ∅. The bad events are as follows:

ColKlr
c : ColKlr

a (of Section 6.2) ; GueKlr
c : GueKlr

a (of Section 6.2) ;
ColSlr

c : ColSlr
a (of Section 6.2) ; GueSlr

c : GueSlr
a (of Section 6.2) ;

Innerlr
c : Innerlr

a (of Section 6.2) ;
BADlr

c : ColKlr
c ∨GueKlr

c ∨ColSlr
c ∨GueSlr

c ;
BAD1lr

c : BADlr
c ; BAD2lr

c : BADlr
c ∨ Innerlr

c .

Probability of Good Transcripts. Since the bad events from Section 6.4.1 already handled
collisions with challenge states from encryption queries, the same reasoning can be applied,
so that the absence of BADlr

c guarantees that the intermediate states generated in the
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ideal world are consistent with the structure of the mode Ascon-AE. Therefore, every
transcript which is reachable in the real world is also reachable in the ideal world, and
vice-versa, and for any transcript τ̃ that does not set BADlr

c , we have

Pr (A [WR] generates τ̃)
Pr (A [WI ] generates τ̃) ≥ 1 . (33)

Probability of BADlr
c in the Ideal World. Compared to the evaluation done in Sec-

tion 6.4.1, all challenge intermediate states are sampled at the end of the interaction, thus
the evaluation of BAD1lr

c (or BAD2lr
c ) involving these challenge intermediate states is

postponed at the end of the interaction. Overall, the same technique can be applied, and
we obtain

Pr
(

BADlr
c

)
≤ µ(µ− 1)

2k+1 + 2µ (N + M)
2k

+ 18M (M + N)
2c

+ min
{

14Q (N + M)
2k

,
4 (M + N)2

2c
+

6(N + M) ·mucol
(
N + M, 2c−k

)
2k

}
.

We obtained an upper bound for probability that the ideal world generates a bad transcript.
Using the H-coefficient technique, and the fact that the ratio of good transcript is lower-
bounded by one (cf., (33)), we conclude. □

6.5 Proof of Theorem 5
Let A be an adversary that makes at most N permutation queries, QE encryption queries
of at most ME blocks, and QD decryption queries of at most MD blocks, as in the theorem
statement. Our goal is to upper bound Advµ-sr-auth

Ascon (A).
Let BotDecp

Km
be the function that takes as input a tuple (N, A, C, T ) ∈ {0, 1}n ×

{0, 1}∗ × {0, 1}∗ × {0, 1}t, computes internally Decp
Km

, but always returns ⊥. Therefore,
the function

[
BotDecp

Km

]
L

always returns ⊥, but leaks the internal states in the same
way as

[
Decp

Km

]
L

. With this notation, the adversary interacts either with the real world

WR, which gives access to
[([

Encp
Km

]
L

,
[
Decp

Km

]
L

)µ

m=1
, p±

]
, or with the ideal world

WI , which gives access to
[([

Encp
Km

]
L

,
[
BotDecp

Km

]
L

)µ

m=1
, p±

]
. The following proof

will be heavily based on the one of Section 6.4.1, the difference being that challenge queries
are not present.

Setup. We adopt the same transcript and path notation as in Section 6.4.1, with the
difference that there are no challenge queries. All intermediate states come from gen-
uine permutation evaluations, so that no mock intermediate states are needed. How-
ever, we need to revise the definition of superseded paths. Recall that a decryption
path path = (DL, m, N, A, C, f) from a previous query is considered superseded by a
later encryption path path′ = (EL, m, N, A, P, f) associated to an encryption query
(EL, m, N, A′, P ′, C ′, T ) ∈ τ , if |P | = |C| and C = C ′[1 : |C|]. In the previous proofs,
only decryption queries could be superseded by encryption queries, because intermediate
states for decryption queries were generated at the end of the interaction. In contrast,
now decryption queries can supersede encryption queries. In more detail, an encryp-
tion path (EL, m, N, A, P, f) associated to an encryption query (EL, m, N, A′, P ′, C, T )
is superseded by a later decryption path path′ = (DL, m, N, A, C ′, f) if |P | = |C ′| and
C ′ = C[1 : |C ′|]. Let PS denote the set of paths that have been superseded according to
this revised definition.

The extended transcript, released at the end of the interaction, can be derived as in
Section 6.4.1. From τ̃ we can reconstruct the two dictionaries Sin and Sout, the set P, the
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list of all permutation queries (X, Y, d), and the users’ keys. Finally, we re-use the bad
events defined in Section 6.4.1 as follows:

ColKsr
a : ColKlr

a (of Section 6.4.1) ; GueKsr
a : GueKlr

a (of Section 6.4.1) ;
GueSsr

a : GueSlr
a (of Section 6.4.1) ; Innersr

a : Innerlr
a (of Section 6.4.1) ;

Decsr
a : ∃(DL, m, N, A, C, T, P̃ ) ∈ τ̃ such that ⌊Sout[(DL, m, N, A, C, 1)]⌋t ⊕ ⌊Km⌋t = T , or
∃path ∈ P superseding (DL, m, N, A, C, 1) with ⌊Sout[path]⌋t ⊕ ⌊Km⌋t = T ;

BADsr
a : ColKsr

a ∨GueKsr
a ∨GueSsr

a ∨ Innersr
a ∨Decsr

a .

Because there are no more challenge paths, there is no bad event of the form ColS, and
Decsr

a now includes leaky decryption queries. Moreover, now Innersr
a is incorporated in

the main bad event.

Probability of Good Transcripts. As long as Decsr
a does not occur, the decryption queries

in real world will always output ⊥, so that for any good transcript τ̃ ,

Pr (A [WR] generates τ̃) = Pr (A [WI ] generates τ̃) . (34)

Note that here, using the fundamental lemma of game playing [BR06] would have been
sufficient, but we continue to use the H-coefficient technique for the sake of consistency.

Probability of BADsr
a . The bounding of BADsr

a can be handled similarly to the second
bounding in Section 6.4.1, with one key difference for the bad event Decsr

a : this time, the
adversary can submit forgeries with nonces associated to states that leaked. However,
as long as ¬GueSsr

a [i] holds, the adversary cannot predict the input to the key blinding
call using its permutation queries. Moreover, as long a ¬Innersr

a [i] holds, every rightmost
permutation evaluation made during a decryption query is unique, so that no two distinct
decryption queries share the same input final state. Therefore, the bounding of the
conditioned Decsr

a [i] is the same, and we have

Pr (BADsr
a ) ≤ µ(µ− 1)

2k+1 + 2µ (N + M)
2k

+ 2QD

2t
+ 18M (M + N)

2c

+ 4 (M + N)2

2c
+

6(N + M) ·mucol
(
N + M, 2c−k

)
2k

.

We obtained an upper bound for the probability that the ideal world generates a bad
transcript. Using the H-coefficient technique, and the fact that the ratio of good transcript
is lower-bounded by one (cf., (34)), we conclude. □

6.6 Proof of Theorem 6
Let A be an adversary with complexity (N, QE ,ME , QD,MD), as in the theorem statement.
Our goal is to upper bound Advµ-rup-auth

Ascon (A). Out of generosity, we assume that a query
to V triggers first an evaluation to D, and a query to D is followed by an evaluation
of V, and doing so only increases the adversary’s success probability. Therefore, we can
combine the oracles D and V back into a single oracle DV, which first evaluates D, then
V. Denote by DBot the oracle that computes DV, releases the unverified plaintext, but
instead of returning the output of V, it always returns ⊥.

With this notation, the adversary interacts either with the real world WR, which gives
access to

[(
Encp

Km
, DVp

Km

)µ

m=1 , p±
]
, or with the ideal world WI , which gives access

to
[(

Encp
Km

, DBotp
Km

)µ

m=1 , p±
]
. Here, the adversarial complexity is (QD,MD) for the
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oracle O2,m. By abuse of notation, we will continue to refer to the oracle O2,m as a
decryption oracle.

The following proof builds on the nonce-misuse authenticity proof from Section 6.2. The
key difference lies in how decryption queries are handled: in the current case, all states are
computed on-the-fly rather than at the end of the interaction. We will make adjustments
similar to those made when adapting the leakage resilience proof (in Section 6.4.1) for the
state-recovery proof (in Section 6.5).

Setup. The transcript notation now needs to account for the unverified plaintext released
by the decryption oracle. It is defined as follows:

• A forward (resp., inverse) permutation query with input X and output Y generates
the transcript element (X, Y, fwd) (resp., (X, Y, inv));

• An encryption query with user m, input (N, A, P ), and output (C, T ) generates the
transcript element (E, m, N, A, P, C, T );

• A decryption query with user m, input (N, A, C, T ), output unverified plaintext P ,
and verification output V generates the transcript element (D, m, N, A, C, P, T, V ).

We adopt the same path notation as in Section 6.2, but adapt the notion of superseded
paths as done in Section 6.5. Let PS denote the set of paths that have been superseded.
All intermediate states come from genuine permutation evaluations, so that no mock
intermediate states are needed. The extended transcript, released at the end of the
interaction, can be derived as in Section 6.2. Finally, we re-use the bad events defined in
Section 6.2 as follows:

ColKrup
a : ColKm

a (of Section 6.2) ; GueKrup
a : GueKm

a (of Section 6.2) ;
ColSrup

a : ColSm
a (of Section 6.2) ; GueSrup

a : GueSm
a (of Section 6.2) ;

Decrup
a : Decm

a (of Section 6.2) ;
BADrup

a : ColKrup
a ∨GueKrup

a ∨ColSrup
a ∨GueSrup

a ∨Decrup
a .

Probability of Good Transcripts. Similar to the state-recovery proof of Section 6.5, as
long as Decrup

a does not occur, the decryption queries in real world will always output ⊥,
so that for any good transcript τ̃ ,

Pr (A [WR] generates τ̃) = Pr (A [WI ] generates τ̃) . (35)

Again, using the fundamental lemma of game playing [BR06] would have been sufficient,
but we continue to use the H-coefficient technique for the sake of consistency.

Probability of BAD in the Ideal World. The same bounding technique as in Section 6.2
can be done. Indeed, the bad events defined previously are general enough to treat
encryption and decryption states the same way, focusing only on equality on the inner
part of the states. In this case, there are no more events that can be set at the end of the
interaction. Therefore,

Pr (BADrup
a ) ≤ µ(µ− 1)

2k+1 + 2µ (M + N)
2k

+ 18M (M + N)
2c

+ 2QD

2t
.

We obtained an upper bound for the probability that the ideal world generates a bad
transcript. Using the H-coefficient technique, and the fact that the ratio of good transcript
is lower-bounded by one (cf., (35)), we conclude. □
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7 Generic Attacks for Ascon-AE
We include the attacks of Propositions 1, 3–5, and 7 here, in Sections 7.1–7.5, respectively.

7.1 Proof of Proposition 1
In each of the following sections, we describe the adversaries as stated in the proposition.
These are all forgery attacks, but they can be easily converted into distinguishing attacks
by returning “ideal” when the attack fails, and “real” otherwise (see for instance the last
step in Section 7.3).

7.1.1 Adversary A1

Recall that A1 has resources satisfying QD ≈ 2t. A simple matching attack consists of
submitting ≈ 2t arbitrary decryption queries, each with a different tag.

7.1.2 Adversary A2

Recall that A2 has resources satisfying N ≈ 2k/µ. This term corresponds to the probability
that the adversary guesses one of the user keys. Consider the following attack:

1. Let N ∈ {0, 1}n. For m ∈ J1, µK make an encryption query, with user m, with input
(N, ∅, 0r), and denote the ciphertext by Cm and the tag by T m;

2. For i ∈ J1,NK, sample Li
$←− {0, 1}k, and compute Encp

Li
(N, ∅, 0r), get a ciphertext

C̃i;

3. With probability ≈ µN
2k ≈ 1, there exists a Li from step 2 that collides with a key

Km of a user m. The adversary can check this by observing that C̃i = Cm. In the
following, we assume that this is the case;

4. Let P ∈ {0, 1}∗, and N ′ ̸= N . Compute (C, T ) = Encp
Li

(N ′, ∅, P );

5. Submit a forgery for user m with input (N ′, ∅, C, T ).

In order to reduce the probability of a false positive in step 3 to a negligible probability,
the encryption queries in step 1 can be extended with γ = O

(
⌈ b

r ⌉
)

plaintext blocks.

7.1.3 Adversary A3

Recall that A3 has resources satisfying (ME + 2r)N ≈ 2b. At a high level, the following
attack involves guessing an intermediate state generated during encryption queries and
using it to create a forgery. Let γ ∈ N be a parameter. As in the previous attack, γ serves
to mitigate the probability to obtain false positives, and we suggest taking γ = O

(
⌈ b

r ⌉
)
.

For simplicity of presentation, we will assume that µ · 2n ≥ ME , but the attack can be
easily adapted by stretching the block length of the encryption queries by a logarithmic
factor. Let

(
mi, N i

)
i

be a family of ME pairwise distinct user indices and nonces. The
attack operates a follows:

1. Encryption queries: for i = 1, . . . ,ME , make an encryption query with user mi

with input
(
N i, ∅, 0r(γ+1)), and denote the ciphertexts by Ci

0, Ci
1, . . . , Ci

γ .
This step requires O (ME) encryption queries with O (γ) blocks each;

2. State guessing:

(a) Denote by ν ∈ {0, 1}r the outer part that occurs most frequently among
(Ci

0)i∈J1,MEK;
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(b) For l ∈ J1,NK, sample X l $←− {0, 1}c, and compute pf (ν∥X l) for f ∈ J1, γK;
(c) If there exists some l ∈ J1,NK, i ∈ J1,MEK such that for all f ∈ J0, γK,
⌈pf (ν∥X l)⌉r = Ci

f , then we consider that the adversary has successfully guessed
the intermediate state with user mi, nonce N i, empty associated data, and
after having absorbed the plaintext block 0r;

(d) Let Sin := ν∥X l, Sfin be the state of the associated encryption query right
before the last key blinding, T be the tag of the associated encryption query,
N := N i, and m := mi.

This step requires γN permutation queries. As for the success probability, note that
γ allows to reduce the influence of false positives. Therefore, the success probability
is almost the probability that the adversary permutation query history contains a
successful guess, which is itself ≈ MEN

2b + N
2c ≈ 1;

3. State binding: The goal of this step is to connect Sin and Sfin by a sequence of
message blocks different from (0r(γ+1), 1∥0r−1). To achieve this, we use an attack
introduced by the designers of the sponge [BDPV07], which relies on finding inner
collisions. Let us first for simplicity assume that r > c/2. It consists of the following
steps:

(a) Compute Xi := p
(
Sin ⊕ P i

1∥0c
)

for N different P i
1s, distinct from 0r;9

(b) Compute Y i := p−1 (Sfin ⊕ P i
3∥0c

)
for N different P i

3s, distinct from 0r;
(c) If there exists i, j ∈ J1,NK such that ⌊Xi⌋c = ⌊Yj⌋c, let P2 := ⌈Xi⌉r ⊕ ⌈Yj⌉r,

and output (P i
1, P2, P j

1 ); else abort.

Note that the returned sequence of message blocks corresponds to a valid padding.
In the setting where N ≥ 2r and r ≤ c/2, the attack can be extended by making
multiple sequential absorb calls in steps 3a and 3b. In the following, we denote the
output sequence of message blocks by (P1, . . . , Pd).
This step requires 2N permutation queries. The step succeeds with probability
≈ min

{
1, N2

2c

}
. Given that (ME + 2r)N ≈ 2b and ME ≪ N, this gives a success

probability of ≈ 1;

4. Compute the ciphertexts: Initialize S ← Sin. Then, for f ∈ J1, dK, compute
C̃f ← ⌈S⌉r ⊕ Pf , and update S ← p(S ⊕ (Pf∥0c));

5. Forgery: Let l = |unpadr(P1∥ · · · ∥Pd)|. Submit a forgery with input (m, N, ∅,
(C̃1∥ · · · ∥C̃d)[0 : l], T ).

Overall, the attack requires O (ME) encryption queries, one decryption query, and O (N)
permutation queries, and succeeds with high probability. □

7.2 Proof of Proposition 3
Recall that A has resources satisfying MEN ≈ 2c. The attack is similar to the one
described in Section 7.1.3, with the main difference being that in this case, the adversary
makes use of the nonce-misuse setting to set the outer parts of the states to a value of its
choice. Let γ ∈ N be a parameter. As in the previous attacks, γ serves to mitigate the
probability to obtain false positives, and we suggest taking γ = O

(
⌈ b

r ⌉
)
. For simplicity,

we describe the attack in the case where µ · 2n ≥ME , similar to the nonce-respecting case.
Let

(
mi, N i

)
i

be a family of ME pairwise distinct user indices and nonces. The attack
operates a follows:

9To generalize the attack to any input sequence of message blocks (B1, . . . , Bl), the P i
1s can be chosen

different from B1.
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1. Encryption queries: For i = 1, . . .ME , do the following:

(a) Make an encryption query with user mi with input
(
N i, ∅, 0r

)
, and denote by

Ci the obtained ciphertext;
(b) Make an encryption query with user mi with input

(
N i, ∅, Ci∥0γr

)
, get cipher-

texts
(
Ci

0, Ci
1, . . . , Ci

γ

)
, and tag T i.

Note that in the second permutation evaluation made in the context of the query
from step (b), the outer part of the state is set to 0r, so that necessarily Ci

0 = 0r.
This step requires O (ME) encryption queries, each with O (γ) blocks, and each
nonce is re-used twice;

2. State guessing: This step is identical to step 2 of Section 7.1.3, except that in this
case, the permutation queries of the adversary now have all their outer r bits fixed
to 0r. Thus, the adversary only needs to guess one of the rightmost c bits of the
intermediate states obtained during encryption queries. This speeds up the success
probability to ≈ MEN

2c ≈ 1;

3. State binding: Same as step 3 of Section 7.1.3;

4. Compute the ciphertexts: Same as step 4 of Section 7.1.3;

5. Forgery: Same as step 5 of Section 7.1.3.

Overall, the attack requires O (ME) encryption queries where each nonce is repeated twice,
one decryption query, and O (N) permutation evaluations. The state guessing attack
(step 2) succeeds with probability ≈ MEN

2c ≈ 1, the state binding attack (step 2) succeeds
with probability ≈ min

{
1, N2

2c

}
≈ 1, so that this attack succeeds with probability close to

1. □

7.3 Proof of Proposition 4
We give below a key recovery attack that exploits nonce-misuse encryption queries. Recall
that Aconf and Aauth have resources satisfying MEN ≈ 2c. The strategies of Aconf and
Aauth are identical, except in the final step. In the phases of the attack shared with Aauth,
Aconf makes encryption queries only to the non-challenge oracle (i.e., O1,m), allowing thus
nonce reuse. The attack operates as follows:

1. Encryption queries and state guessing: Apply steps 1 and 2 from the attack
described in Section 7.2. If the attack succeeds, denote by Sin the state guessed and
let Sout = p (Sin). Let m, N , and P be the user, nonce, and plaintext block sequence
associated to this state (i.e., after absorbing P , one gets the permutation input Sin),
respectively.
This step requires O (ME) nonce-misuse encryption queries with O (1) blocks each,
where each nonce is repeated twice, and O (N) permutation queries. The step
succeeds with probability ≈ MEN

2c ≈ 1;

2. State expansion: For i ∈ J1,MEK, make a forward permutation query p(Sout ⊕
(P i

2∥0c)).10 We obtain a family of states along with their paths:

Si = 0r∥⌊p(Sout ⊕ (P i
2∥0c))⌋c ,

pathi =
(
m, N, ∅, (P, P i

2, ⌈p(Sout ⊕ (P i
2∥0c))⌉r)

)
.

10If 2r < ME , this step can be extended by making cascaded permutation calls.
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Note that all states Sis have their outer r bits fixed to 0r. Some of the states Si will
later be interpreted as states right before the last key blinding.
This step requires ME permutation queries;

3. Filtering: Let mucol ∈ {0, 1}c−k be such that the size of the following set is
maximal:

Imucol =
{

i ∈ J1,MEK | ⌊Si⌋c−k = mucol
}

.

In other words, the states Si are filtered by selecting those with the rightmost c− k
bits to the value that maximizes the number of Sis. We expect that |Imucol| ≥
max

{
1, ME

2c−k

}
with high probability. Looking ahead, in the regime where ME

2c−k ≤ 1,
then the attack targeting the term µN

2k from Section 7.1.2 is better. Therefore, we
assume ME

2c−k > 1 in the following;

4. Construction queries: For each i ∈ Imucol, make an encryption query with input
pathi, and get tag T i.
This step requires on expectation ME

2c−k encryption queries, all using the same nonce;

5. Key guessing: From the previous step, the adversary has made ≈ ME

2c−k encryption
queries, where the inputs to their last permutation query (during the key blinding)
have b− k bits set to a value known by the adversary. These bits are always in fixed
positions, i.e., the leftmost r bits and the rightmost c− k bits. The following step
consists of trying to guess the remaining k bits of those states.
For j = 1, . . . ,N, do the following:

(a) Sample Xj $←− {0, 1}k, and make the permutation query p
(
0r∥Xj∥mucol

)
;

(b) For each i ∈ Imucol:
i. Compute Kij = ⌈⌊Si⌋c⌉k ⊕Xj ;
ii. If

⌊
⌊p
(
0r∥Xj∥mucol

)
⌋k ⊕Kij

⌋
t

= T i, then Kij is a key candidate;
iii. For each key candidate, the adversary checks whether the obtained cipher-

texts and the state Si from the encryption query number i match those
obtained with a direct evaluation of Encp

Kij . This step allows to determine
whether Kij is a false positive or a correct key.

Checking one false positive in step 5(b)iii costs O (1) permutation queries. In order
to not blow up the permutation complexity of the adversary, we allow a small
number of false positives per permutation query, hence the requirement ME

2c−k+t ≤ 1,
or equivalently N ≥ 2k−t, as stated in the proposition.
The probability that the adversary, via one of the permutation calls made in this
step, guesses the k bits of one of the i ∈ Imucol encryption queries is

≈ N |Imucol|
2k

≈ MEN

2c
≈ 1 ;

6. Last step: Let K be the guessed key. Depending on whether the adversary is
against confidentiality or authenticity, do the following:

• Aconf : make an evaluation with Encp
K with a new nonce, obtain several cipher-

text blocks (e.g., take γ = O
(
⌈ b

r ⌉
)
), and make the same query to the challenge

oracle. If the ciphertext blocks coincide with the challenge oracle, return 1, else
return 0. The distinguishing advantage of the adversary is close to 1;
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• Aauth: make an evaluation with Encp
K with a new nonce, obtain a ciphertext

and tag, and submit it to the challenge decryption oracle.

Overall, the attack requires O (ME) encryption queries and O (N) permutation queries,
and succeeds with probability close to 1. □

7.4 Proof of Proposition 5
The attack shares similarities with the nonce-misuse resilience key-recovery attack presented
in Section 7.3, with the key difference being that the adversary has direct access to the
intermediate states, and thus does not need to do step 1 of this attack. This gives
more freedom in the parametrization of the attack. The strategies of Aconf and Aauth

are identical, except in the final step. In the phases of the attack shared with Aauth,
Aconf makes encryption queries only to the non-challenge oracle (i.e., O1,m), thus leaky
encryption queries. Here, the attack is parametrized by the maximum number of allowed
encryption queries, thus allowing for a tradeoff between offline and online complexity. We
make a case distinction depending on the chosen parameter regime.

Case 1, when max
{

2c/2, 2k/QE

}
= 2c/2. In this situation, the number of allowed

encryption queries is not a limiting factor. In that case, we have N ≈ 2c/2, and the attack
operates as follows:

1. State leaking: Let m ∈ {0, 1}µ, N ∈ {0, 1}n, PT ∈ {0, 1}∗, and P ← pad10∗

r (PT).
Make an encryption query to the leaky oracle with user m and input (N, ∅, PT), and
obtain Sin, the state after having absorbed P . Let Sout = p(Sin);

2. State expansion: For i ∈ J1,NK, make a forward permutation query p(Sout ⊕
(P i

2∥0c)).11 We obtain a family of states along with their paths:

Si = 0r∥⌊p(Sout ⊕ (P i
2∥0c))⌋c ,

pathi =
(
m, N, ∅, (P, P i

2, ⌈p(Sout ⊕ (P i
2∥0c))⌉r)

)
.

We will interpret Si as a state right before the last key blinding.
This step requires N permutation queries;

3. Filtering: Let mucol ∈ {0, 1}c−k be such that the size of the following set is
maximal:

Imucol =
{

i ∈ J1,NK | ⌊Si⌋c−k = mucol
}

.

We expect that |Imucol| ≥ N
2c−k with high probability;

4. Construction queries: For each i ∈ Imucol, make an encryption query with input
pathi, and get tag T i.
This step requires on expectation N

2c−k ≈ 2k−c/2 ≤ QE encryption queries;

5. Key guessing: Same as step 5 of Section 7.3.
Since the size of Imucol is different, the cost computation is a bit different as well.
The number of false positives per permutation query is equal to

|Imucol|
2t

= N

2c−k+t
.

11If 2r < N, this step can be extended by making cascaded permutation calls.
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Similarly to the prior attack, we limit the number of false positives per permutation
query to at most a small constant, hence the requirement N ≥ 2k−t, as stated in the
proposition.
The probability that the adversary, via one of the permutation calls made in this
step, guesses the k bits of one of the i ∈ Imucol encryption queries is

≈ N |Imucol|
2k

≈ N2

2c
≈ 1 ;

6. Last step: Same as step 6 from Section 7.3.

Overall, this attack requires ≈ 2k−c/2 encryption queries and O (N) permutation queries,
and succeeds with probability close to 1.

Case 2, when max
{

2c/2, 2k/QE

}
= 2k/QE. In this situation, the number of allowed

encryption queries is a limiting factor, so that the offline complexity needs to compensate
for that, so that N ≈ 2k/QE . The performed steps are the same as in case 1, but the
parametrization is different. The attack operates as follows:

1. State leaking: Same as step 1 of case 1;

2. State expansion: Same as step 2 of case 1, with the difference that the number
of permutation calls made here is QE2c−k. Note that, since N ≈ 2k/QE , this step
costs 2c/N ≤ 2c/2 ≤ N permutation queries;

3. Filtering: Same as step 3 of case 1. This time, we expect that |Imucol| ≥ QE with
high probability;

4. Construction queries: Same as step 4 of case 1. This time, the number of
encryption queries is QE ;

5. Key guessing: Same as step 5 of case 1. This time, the number of false positives
per permutation query is equal to

|Imucol|
2t

= QE

2t
.

Again, the constraint N ≥ 2k−t guarantees that every permutation query has no
more than a small number of false positives.
The probability that the adversary, via one of the permutation calls made in this
step, guesses the k bits of one of the i ∈ Imucol encryption queries is

≈ N |Imucol|
2k

≈ QEN

2k
≈ 1 .

6. Last step: Same as step 6 of case 1.

Overall, this attack requires QE encryption queries and O (N) permutation queries, and
succeeds with probability close to 1.

With the case distinction performed depending on whether the number of allowed
encryption queries is limiting or not, we obtained an attack with complexities as stated in
the proposition. □
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7.5 Proof of Proposition 7
At a high level, this is the forgery attack of Section 7.1.3, but with the state guessing step
removed, as the leaky oracles give access to the states.

1. State leaking: Let m ∈ {0, 1}µ, N ∈ {0, 1}n, PT ∈ {0, 1}∗, and P ← pad10∗

r (PT).
Make an encryption oracle to the leaky oracle with user m and input (N, ∅, PT),
and obtain S, the state right after the first key blinding. Let Sfin be the state after
having absorbed P (i.e., right before the last key blinding);

2. State binding: Same as step 3 of Section 7.1.3 with states S and Sfin, and plaintext
block P ;

3. Compute the ciphertexts: Same as step 4 of Section 7.1.3;

4. Forgery: Same as step 5 of Section 7.1.3.

Overall, the attack requires one encryption query, one decryption query, and O (N)
permutation queries. The state binding attack (step 2) succeeds with probability ≈ N2

2c ≈ 1.
□

8 Ascon-Hash/Ascon-(C)XOF Modes and Their Security
We describe the mode underlying Ascon-Hash/Ascon-(C)XOF in Section 8.1, the security
models in Section 8.2, and the security of the constructions in Section 8.3.

8.1 Description of the Modes
Ascon-Hash, Ascon-XOF, as well as Ascon-CXOF are based on the sponge construc-
tion [BDPV07]. Let b, c, r ∈ N such that b = r + c, and let p be a cryptographic
permutation over b bits. The sponge construction takes as input a plaintext P ∈ {0, 1}∗,
and a length l ∈ N. It returns a digest Z ∈ {0, 1}∗ with |Z| = l. Then, Ascon-XOFp is
defined as follows:

Ascon-XOFp : {0, 1}∗ × N −→ {0, 1}∗

(P, l) −→ Z ∈ {0, 1}l .

The construction is illustrated in Figure 4. Here, IV ∈ {0, 1}b is a fixed initialization value.
The Ascon specification [DEMS19,SMKK24] also specifies Ascon-Hash and Ascon-CXOF,
the main difference being in the choice of initialization value IV . Ascon-CXOF then further
distinguishes itself from the others in the fact that it additionally takes a customization
string C ∈ {0, 1}≤2048, and incorporates it into the padded message with a length encoding
at the beginning. The Ascon draft standard [SMKK24] specifies Ascon-Hash, Ascon-XOF,
and Ascon-CXOF to operate with capacity c = 256 and rate r = 64. The digest size of
Ascon-Hash is 256 whereas for Ascon-XOF and Ascon-CXOF it is unlimited.

8.2 Security Model
The main security model for hashing is indifferentiability, of Maurer et al. [MRH04]. This
model was tailored to cryptographic hash functions by Coron et al. [CDMP05], though
that model also applies to XOFs. Intuitively, the Ascon-XOF XOF based on random
permutation p is indifferentiable from a random oracle $ if there exists a simulator Sim
with oracle access to the random oracle $ such that (Ascon-XOFp, p±) is indistinguishable
from ($, Sim[$]±).
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Figure 4: The Ascon-XOF mode of operation. Here, P is injectively padded as
(P1, . . . , Pv) ← pad10∗

r (P ). Here, for graphical convenience, the IV is split as IV =
(IV r, IV c), with IV r ∈ {0, 1}r, IV c ∈ {0, 1}c.

Definition 9. Consider the Ascon-XOF mode of Section 8.1. Let $ be a random function,
p

$←− Perm (b), and Sim[$]± be a two-sided algorithm with oracle access to $. The
indifferentiability of Ascon-XOF with respect to simulator Sim against an adversary A is
defined as

Advindiff
Ascon-XOF,Sim (A) = ∆A

(
Ascon-XOFp, p± ; $, Sim[$]±

)
.

In indifferentiability, the adversarial resources are counted in the number of accumulated
permutation evaluations N that would be made in the left world.

However, in certain applications, it suffices to focus on the classical notions of collision,
preimage, and second preimage security. We will consider these notions in the random
permutation model, where we take collision resistance, (everywhere) preimage resistance,
and (everywhere) second preimage of Rogaway and Shrimpton [RS04]. Here, we require
that the minimal output size is fixed to some value ν. The second preimage security is
indexed by a parameter κ that specifies the maximal length of the preimage.

Definition 10. Consider the Ascon-XOF mode of Section 8.1, and let p
$←− Perm (b). Let

κ, ν ∈ N.

◦ The collision resistance of Ascon-XOF against an adversary A is defined as

Advcol[ν]
Ascon-XOF (A) = Pr

(
A
[
p±]→ (P, P ′) such that P ̸= P ′ and

Ascon-XOFp(P, ν) = Ascon-XOFp(P ′, ν)

)
;

◦ The (everywhere) preimage resistance of Ascon-XOF against an adversary A is defined
as

Advpre[ν]
Ascon-XOF (A) = max

Z∈{0,1}ν
Pr
(
A
[
p±] (Z)→ P such that Ascon-XOFp(P, ν) = Z

)
;

◦ The (everywhere) second preimage resistance of Ascon-XOF against an adversary A is
defined as

Advsec[κ, ν]
Ascon-XOF (A) = max

P ∈{0,1}≤κ
Pr
(
A
[
p±] (P )→ P ′ such that P ̸= P ′ and

Ascon-XOFp(P, ν) = Ascon-XOFp(P ′, ν)

)
.

Andreeva et al. [AMP10, Appendix A] gave the reasoning why indifferentiability implies
collision, preimage, and second preimage resistance. In detail, we have the following
reduction.
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Lemma 3 ([AMP10]). Consider the Ascon-XOF mode of Section 8.1. Let $ be a random
function, p

$←− Perm (b), and Sim[$]± be any two-sided algorithm with oracle access to $.
Let κ, ν ∈ N. Let x ∈ {col[ν], pre[ν], sec[κ, ν]}, and let A be an x adversary with complexity
N. There exists an indifferentiability adversary A′ with respect to simulator Sim with
complexity N, and an x adversary A′′ with complexity N, such that

Advx
Ascon-XOF(A) ≤ Advindiff

Ascon-XOF,Sim(A′) + Advx
$(A′′) .

Here, Advx
$(A′′) slightly abuses notation as A′′ gets direct access to $ and aims to break x

security.

Note that Advcol[ν]
$ (A′′) ≤

(
N
2
)
/2ν and Advpre[ν]

$ (A′′) = Advsec[κ, ν]
$ (A′′) = N/2ν .

8.3 Overview
Bertoni et al. [BDPV08] proved that the sponge construction is indifferentiable from a
random oracle. In detail, they proved a bound up to

1−
N−1∏
i=0

(
1− i+1

2c

1− i
2r+c

)
,

which then gets approximated to
(
N+1

2
)
/2c. However, this approximation uses the inequality

1− x ≤ e−x in two directions (first to lower bound, then to upper bound), de facto making
this approximation a true approximation instead of a strict upper bound. An alternative
approach would give a proper upper bound of the form 2

(
N+1

2
)
/2c. We adopt their result

but with this simplified upper bound.

Theorem 7 ([BDPV08]). Let b, c, r,N ∈ N with b = r + c. Consider the Ascon-XOF mode
of Section 8.1 with parameters b, c, r. Let A be an adversary with complexity N. There
exists a simulator Sim with complexity O (N) queries such that

Advindiff
Ascon-XOF,Sim (A) ≤ N(N + 1)

2c
.

This result directly implies collision, preimage, and second preimage resistance using
Lemma 3. However, Lefevre and Mennink [LM22] demonstrated that preimage resistance
is in fact better than that, and we include their result.12

Theorem 8 ([BDPV08,LM22]). Let b, c, r, κ, ν ∈ N with b = r + c, and let ℓ = ⌈ν
r ⌉. Let

N ∈ N be such that, for the case of preimage resistance, N ≤ 2c−1/3 and (ℓ − 1)2 ≤ 2b.
Consider the Ascon-XOF mode of Section 8.1 with parameters b, c, r. Let A be an adversary
with complexity N. We have

Advcol[ν]
Ascon-XOF (A) ≤ N(N + 1)

2c
+ N(N − 1)

2ν+1 ,

Advpre[ν]
Ascon-XOF (A) ≤ min

{
N(N + 1)

2c
,

4ℓN

2ν−r

}
+ 4N

2ν
,

Advsec[κ, ν]
Ascon-XOF (A) ≤ N(N + 1)

2c
+ N

2ν
.

For the specific parameters of Ascon-Hash, Theorem 8 implies 128-bit collision and
second preimage resistance but 192-bit preimage resistance. For Ascon-(C)XOF, Theorem 8

12In fact, the result of Lefevre and Mennink [LM22] is stronger in the sense that it applies to the
construction underlying PHOTON [GPP11], which has a larger initial absorption and squeezing absorption
rate. We consider their result in the context of Ascon-XOF.
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implies min{ν/2, 128}-bit collision resistance, min{ν, 128}-bit second preimage resistance,
and min{ν, 192}-bit preimage resistance, where ν is the minimal output size.

The bounds of Theorem 7 and Theorem 8 are tight, with matching attacks already
given in the original specification [BDPV07, Section 5] and re-described in terminology
matching Definition 10 by Lefevre and Mennink [LM22].

Proposition 10 ([BDPV07, LM22]). Let b, c, r, κ, ν ∈ N with b = r + c. Consider the
Ascon-XOF mode of Section 8.1 with parameters b, c, r. There exists an adversary A with
N ≈ 2c/2, such that for any simulator Sim,

Advindiff
Ascon-XOF,Sim (A) ≈ 1 .

In addition, there exist adversaries Acol
1 with N ≈ 2c/2, Acol

2 with N ≈ 2ν/2, Apre
1 with

N ≈ max{2c/2, 2ν−r}, Apre
2 with N ≈ 2ν , Asec

1 with N ≈ 2c/2, and Asec
2 with N ≈ 2ν , such

that

Advcol[ν]
Ascon-XOF

(
Acol

1
)

, Advcol[ν]
Ascon-XOF

(
Acol

2
)
≈ 1 ,

Advpre[ν]
Ascon-XOF (Apre

1 ) , Advpre[ν]
Ascon-XOF (Apre

2 ) ≈ 1 ,

Advsec[κ, ν]
Ascon-XOF (Asec

1 ) , Advsec[κ, ν]
Ascon-XOF (Asec

2 ) ≈ 1 .

9 Ascon-PRF Mode and Its Security
We describe the mode underlying Ascon-PRF in Section 9.1, the security model in Sec-
tion 9.2, and the security of the construction in Section 9.3.

9.1 Description of the Mode
The construction underlying Ascon-PRF is a tweaked version of the full-state keyed
sponge [BDPV12,MRV15].13 Let b, c, r, c′, r′, k ∈ N such that b = r + c = r′ + c′, k ≤ b,
and let p be a cryptographic permutation over b bits. The function Ascon-PRFp takes
as input a key K ∈ {0, 1}k, a plaintext P ∈ {0, 1}∗, and a length l ∈ N. It returns a tag
T ∈ {0, 1}∗ with |T | = l. We have

Ascon-PRFp
K : {0, 1}∗ × N −→ {0, 1}∗ ,

(P, l) −→ T ∈ {0, 1}l .

The most notable difference with the full-state keyed sponge is that Ascon-PRF features
domain separation between the absorption phase and the squeezing phase. The construction
is illustrated in Figure 5. Ascon-PRF is suggested to be instantiated with key size
k = 128, absorption capacity and rate (c, r) = (64, 256), and squeezing capacity and rate
(c′, r′) = (192, 128).

9.2 Security
We consider plain multi-user PRF security for Ascon-PRF.

Definition 11. Consider the Ascon-PRF mode of Section 9.1. Let ($m)µ
m=1 be a family

of µ independent random functions, p
$←− Perm (b), and K1, . . . , Kµ

$←− {0, 1}k. The PRF
security of Ascon-PRF against an adversary A is defined as

Advµ-prf
Ascon-PRF (A) = ∆A

((
Ascon-PRFp

Km

)µ

m=1 , p± ; ($m)µ
m=1 , p±

)
.

13The Ascon-PRF specification also comes with a small-input variant Ascon-PRFshort, that is basically
a truncated permutation construction with key blinding.
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Figure 5: The Ascon-PRF mode of operation. Here, P is injectively padded as
(P1, . . . , Pv)← pad10∗

r (P ).

9.3 Overview
Ascon-PRF is basically a full-state keyed sponge [BDPV12]. Mennink et al. [MRV15]
gave an analysis of the full-state keyed sponge, but it included a so-called proof-inherent
“multiplicity” term. Daemen et al. [DMV17] derived an analysis of the full-state keyed
duplex, and their bound also applies to Ascon-PRF. However, in our terminology, their
bound has a term MN/2c, but the attack matching this term is actually thwarted by
the domain separation between absorption and squeezing in Ascon-PRF. Because of this,
Mennink [Men23] dived into the existing duplex proofs [DMV17,DM19b] and improved
them to obtain a bound specifically tailored to Ascon-PRF. However, with respect to
multicollision handling, their proofs adopt the first strategy of Section 3.4, whereas the
analysis of Ascon-AE of Sections 4 and 5 follows the second strategy. We thus take the
bound of Mennink, but adapt it by taking the second multicollision strategy. (This boils
down to replacing the fraction 2θ(N + 1)/2c by 2θN/2c, though for a different meaning of
the value θ.)

Theorem 9 ([Men23]). Let b, c, r, c′, r′, k ∈ N with b = r + c = r′ + c′ and k ≤ b. Let
N,M, Q ∈ N. Consider the Ascon-PRF mode of Section 9.1 with parameters b, c, r, c′, r′, k.
Let A be an adversary with complexity (N, Q,M). We have

Advµ-prf
Ascon-PRF (A) ≤

2mucol
(
M, 2r′

)
N

2c′ + (M−Q)Q
2b −Q

+
2
(
M
2
)

2b
+ Q(M−Q)

2min{c′+k,b} + µN

2k
+
(

µ
2
)

2k
.

Using that µ ≤M≪ N (cf., Section 3.3) and mucol (q, R) = O
(
1 + q

R

)
, we obtain a

bound of the order

Advµ-prf
Ascon-PRF (A) = O

(
µN

2k
+ N

2c′ + MN

2b

)
. (36)

The bound (36) is tight. The same type of attacks as those in Proposition 1 apply here,
as we show in Proposition 11.

Proposition 11. Let b, c, r, c′, r′, k ∈ N with b = r + c = r′ + c′ and k ≤ c. Consider the
Ascon-PRF mode of Section 9.1 with parameters b, c, r, c′, r′, k. There exist adversaries A1
with N ≈ 2k/µ, and A2 with (M + 2r′)N ≈ 2b, such that

Advµ-prf
Ascon-PRF (A1) , Advµ-prf

Ascon-PRF (A2) ≈ 1 .

Proof. The adversary A1 acts similarly to one described in Section 7.1.2: it tries to guess
one of the user’s keys by doing permutation queries, and checks them against the outputs
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of each of the µ Ascon-PRF instances to determine whether one of its guesses is correct.
Similarly, adversary A2 follows the strategy from Section 7.1.3, as it aims to guess an
internal state. This internal state must be during the squeezing phase, and successfully
guessing it directly implies key recovery.

10 Conclusion
We presented a general discussion of existing, and new, results on the generic security of the
Ascon-AE authenticated encryption scheme, as well as the Ascon-Hash/Ascon-(C)XOF
hash/(C)XOF function, and the Ascon-PRF pseudorandom function. On the way, we
observed that, even though state-of-the-art appeared quite broad at first sight, there were
still many gaps to be filled. In particular, some proofs had to be revisited in light of the
assumption (in our work) that the outer and inner permutation of Ascon-AE are identical
(cf., Remark 1), but also some existing results were not entirely correct/accurate, and
results in bounded leakage resilience and release of unverified plaintext were lacking.

10.1 What We Did Not Cover
Even though our treatment is rather broad, we do not cover all possible security models.
We elaborate on three directions that we did not cover:

• We did not cover related-key security. We do, in fact, consider multi-user security,
where the adversary has access to µ instances of the scheme, but we assume in-
dependence of these µ keys. If we would have stretched the analysis to arbitrary
distributions, e.g., as in Daemen et al. [DMV17, Section 2.1], this would imply some
forms of related-key security, but this would significantly add to the complexity of
the proofs;

• While we cover leakage resilience in Section 5.1, we do not cover security under fault
attacks, where the adversary may introduce faults in the implementation and that
way retrieve secret information. Fruitful starting points for the analysis of Ascon-AE
in this setting are [DMP22,SKP22,BGP+23];

• There has been significant recent interest in committing security of authenticated
encryption schemes, where the adversary has freedom in choosing the keys [GLR17,
LGR21,ADG+22,CR22,BH22]. Clearly, there is a relation between hash function
security and key committing security of authenticated encryption schemes, but the
blinding of the keys in Ascon-AE makes this relation not directly applicable. Naito et
al. [NSS23] proved key committing security of the Ascon-AE mode with zero-padding,
where security (in part) depends on the size of the zero-padding. An alternative
security proof up to a comparable bound is given by Krämer et al. [KSW24].

In addition, our analysis does not cover variations to the Ascon-AE scheme of Section 2:

• The draft standard published by NIST [SMKK24] also specifies an option to implement
Ascon-AE with nonce masking, where the nonce gets blinded with additional key
material, following Dobraunig and Mennink [DM24]. The goal of this mechanism is
to enhance the multi-user security of the mode, i.e., to replace the term µN

2k with N
2k .

We did not cover this mechanism in our proofs, but remark that the change only
affects the initialization, that Dobraunig and Mennink proposed their mechanisms
as extension to the original duplex proofs [DMV17, DM19a], and that our results
may similarly be generalized by an isolated analysis;

• The encryption in duplex-based authenticated encryption, and Ascon-AE in particu-
lar, consists of bitwise addition of plaintext into the outer part, but upon decryption,
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the adversary chooses the ciphertext and has free choice in selecting the r outer bits
of the state. This gives the adversary additional power, especially in settings such as
release of unverified plaintext (Section 5.3). One way to mitigate this decrease in
security is to apply a more advanced mechanism to absorb plaintext and squeeze
ciphertext, e.g., following the approach of Beetle [CDNY18]. A general analysis
of security of Beetle-style authenticated encryption was given by Chakraborty et
al. [CJN20]. However, such mechanism cannot be implemented with Ascon-AE as a
black-box (unlike above variation); instead, it would basically be a different scheme.

10.2 Future Research
Finally, we wish to point out two directions where our models and assumptions limit, and
where further research on Ascon-AE would be worthwhile:

• For leakage resilience (Section 5.1), we started from the notion of nonce-misuse re-
silience, and we additionally covered any possible leakage function that is independent
of the permutation p. These two modeling decisions, together, implied that limited
and unlimited leakage are equivalent. However, while the first modeling decision is
rather fair, the second modeling decision is fairly liberal as in practice, an adversary
cannot freely choose the leakage function. Therefore, for specific leakage functions,
we expect much better security bounds. For example, if we limit the leakage function
to leak the Hamming weight of the first byte, the security bound may be closer to
security with no leakage than security with unlimited leakage. However, performing
security analysis for more complex leakage functions is very subtle and technical.
For example, Berendsen and Mennink [BM24] recently considered the security of
the suffix keyed sponge under Hamming weight leakage, and it seems not trivial to
generalize our analysis (of Theorem 4) to Hamming weight leakage, nor to generalize
the analysis of [BM24] on the suffix keyed sponge to Ascon-AE;

• We can be reasonably confident that the Ascon permutation (and, in the context of
Ascon-AE, the outer permutation po in particular) is sufficiently strong. That said,
they are definitely not perfectly random, and the more one considers round-reduced
variants (e.g., the inner permutation pi versus the outer permutation po), the more
one diverges from this assumption. Harshly said, our results do not apply to the
actual Ascon schemes. However, they do give some certainty, namely that no generic
attacks are possible beyond the proven bounds, and also state-recovery security
says that some level of security is still achieved even if one of the inner states leaks.
Having said that, it is a very interesting research question to try to prove security of
Ascon under weaker assumption on the permutation.
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