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Abstract

The impossible differential (ID) attack is crucial for analyzing the strength of block ciphers. The critical aspect

of this technique is to identify IDs, and the researchers introduced several methods to detect them. Recently,

the researchers extended the mixed-integer linear programming (MILP) approach by partitioning the input and

output differences to identify IDs. The researchers proposed techniques to determine the representative set and

partition table of a set over any nonlinear function. In this paper, we introduce a deterministic algorithm using

the greedy approach [1] for finding the representative set and partition table of a set over any nonlinear function.

This algorithm iteratively selects the set that covers the maximum remaining elements of the target set. This

performs better than the existing algorithms in terms of time complexity. We use this algorithm to compute the

representative sets and partition tables of the two block ciphers, IVLBC and GIFT-64, and identify 6-round IDs

for them. Our research contributes a deterministic algorithm to compute the representative set and partition table

of a set over any nonlinear function with at most 16-bit input size.

Keywords: GIFT-64, Impossible Differentials, IVLBC, MILP, Representative Set

1 Introduction

Currently, an impossible differential (ID) attack is one of the most significant techniques in the security analysis of

block ciphers [2–4]. Identifying IDs is an essential step in this technique. For a cipher E, a difference pair (x, y) is

called an ID if x ̸
E7−→ y. Due to the huge search space, it is not practical to manually search for IDs. Therefore, the

focus has shifted to automatic tools for finding IDs. The researchers have introduced several methods, including the

U-method [5], the UID-method [6], and some extensions by Wu and Wang [7]. In [8, 9], the researchers suggested

the MILP method to identify IDs by imposing additional limits on the input and output differences within the MILP

models of differential trails [10–14]. This approach, however, is inefficient to analyze all difference pairs due to the

huge search space, which is 22n, where n denotes the block size. After that, Hu et al. [15] presented a new technique for

reducing the search space in SPN ciphers using MILP. This technique partitions the complete collection of difference
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pairs into smaller and non-overlapping sets, each of which contains a representative pair. If the representative pair

is feasible through MILP, then all pairs in the corresponding sets are also feasible; otherwise, the sets may consist of

IDs. This method minimizes the search space to a reasonable size by eliminating sets that do not contain any IDs.

Subsequently, we identify IDs through the analysis of the remaining pairs. Moreover, the researchers [15] proposed

an algorithm to calculate the representative set and partition table; however, this method does not produce the same

results for the fixed input. Then, Wang et al. [16] presented the MILP-based methods to determine the minimal

representative sets and partition tables over S-boxes and super boxes. In our paper, we introduce a deterministic

algorithm for computing the representative set and hash table of a set over any nonlinear function, which has better

time complexity. We then applies it on the two lightweight block ciphers, IVLBC [17] and GIFT-64 [18]. Our detailed

contributions are as follows:

1. We introduce a deterministic algorithm based on greedy approach [1] to compute the representatives and partition

table of a set over any 16-bit nonlinear function. This algorithm performs better than existing ones in terms of

time complexity, as shown in Table 1.

2. We compute the representative set and the hash table of IVLBC and then utilize these to identify 6-round

IVLBC IDs using the MILP method, as shown in Algorithm 3. Additionally, our chosen search space does not

contain any 7- or 8-round IDs.

3. Similarly, we calculate the representatives and partition table for GIFT-64 and detect the IDs for 6-round

GIFT-64. Moreover, we do not obtain any IDs for 7- or 8-round GIFT-64.

We organize the remaining paper as follows: Section 2 describes the details of the MILP method for identifying

IDs, including relevant definitions used in this paper. We propose a greedy-based algorithm in Section 3 that identifies

the representative set and partition table of a set over a nonlinear function. Additionally, we identify IVLBC and

GIFT-64 IDs. At last, Section 4 summarizes the paper.

2 Notations and Preliminaries

This paper uses lowercase letters (x) and uppercase letters (X) to represent differences and sets of differences, re-

spectively. For a cipher E, x
E7−→ x′ and x ̸

E7−→ x′ represent possible and impossible propagations, respectively. If

x
E7−→ x′ satisfies for all (x, x′) ∈ X ⊗ X ′, then we write it as X

E−→ X ′. The Cartesian product X ⊗ X ′ is defined

by {(x, x′) | x ∈ X and x′ ∈ X ′}. We use the notation
∑
i

Xi instead of
⋃
i

Xi when
⋂
i

Xi = ∅. The expression

X−X ′ = {x : x ∈ X and x /∈ X ′} denotes the difference between two sets. The notation f ◦g (right to left) represents

the composition of the functions f and g.

For identifying the IDs of an n-bit block cipher E, we are required to solve 22n MILP models in [8,9]. These MILP

models, with extra restrictions on input and output differences, are the same as those used for identifying differential

trails. To address the extensive search space, we employ the MILP method, which involves partitioning the entire

search space into smaller, disjoint sets [15]. For this, we write E as E = E2 ◦E1 ◦E0 and let X0, X3 ⊆ Fn
2 be the sets

of differences. The process has three steps: (i) partitioning the set, (ii) pairwise examination, and (iii) identification
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of IDs. Therefore, we partition the set X0 ⊗X3 into smaller, disjoint sets, as explained below:

X0 ⊗X3 =

δ∑
i=0

δ′∑
j=0

H1[x
i
1]⊗H2[x

j
2],

where X0 =
δ∑

i=0

H1[x
i
1], and X3 =

δ′∑
j=0

H2[x
j
2].

To achieve this, we require two representative sets, X1 and X2, such that H1[x
i
1]

E0−−→ xi
1 and xj

2
E2−−→ H2[x

j
2], where

xi
1 ∈ X1 and xj

2 ∈ X2. The partition of X0 ⊗X3 over E is illustrated in Figure 1. For each pair (xi
1, x

j
2), we evaluate

whether xi
1

E17−−→ xj
2 using MILP models [8, 9]. If the condition is satisfied, the set H1[x

i
1] ⊗H2[x

j
2] does not have any

IDs. Otherwise, the set may contain IDs, as depicted in Figure 2. To identify all IDs, analyze the remaining sets that

may include IDs.

H1[x
0
1] x0

1
MILP models

x0
2 H2[x

0
2]

H1[x
1
1] x1

1 x1
2 H2[x

1
2]

...
...

...
...

H1[x
δ
1] xδ

1 xδ′
2 H2[x

δ′
2 ]

X0 E0 X1 X2E1 X3E2

X0 =
δ∑

i=0

H1[x
i
1] x0

1 x1
2 : x

0
1 7→ x1

2

xδ
1 x0

2 : x
δ
1 ̸

E7−→ x0
2

X3 =
δ′∑
i=0

H2[x
i
2]

Figure 1: The partition of sets X0 and X3 [15]

×? ⇐=

X0

E0

x1
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x2

E2
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connected connected=⇒

Figure 2: If x1 ̸
E17−−→ x2, then X0 ⊗X3 may contain some IDs. Otherwise, X0

E−→ X3

.

Algorithm 1 outlines the entire process for identifying all IDs within the set X0 ⊗X3. Further, we discuss some

definitions utilized in this paper.

Definition 1 (Representative Set and Partition Table). If f is any nonlinear function and X is the set of input

differences of f . We have,

for all x ∈ X, ∃ s ∈ S such that x
f7−→ s.

3



Algorithm 1: Find IDs over E

Input: E = E2 ◦ E1 ◦ E0, where Ei = Ei,m−1||Ei,m−2|| . . . ||Ei,0 for i = 0, 2
Output: A set I consists of IDs

1 for i ∈ {0, 2} do
2 for j ∈ {0, 1, . . . ,m− 1} do
3 To compute representative set Xi,j and partition table Hi,j , we use Algorithm 3 to Ei,j ;

4 I ′ ← ϕ;
5 for (x1,m−1, x1,m−2, . . . , x2,0) ∈ X1,m−1 ⊗X1,m−2 ⊗ . . .⊗X2,0 do
6 Create a MILP model with the input and output differences (x1,m−1, x1,m−2, . . . , x1,0) and

(x2,m−1, x2,m−2, . . . , x2,0), respectively over E1;
7 if model is not feasible then
8 I ′ ← I ′

⋃
{(x1,m−1, x1,m−2, . . . , x2,0)};

9 I ← ϕ;
10 for (x1,m−1, x1,m−2, . . . , x2,0) ∈ I ′ do
11 Construct MILP models to check each pattern in H1,m−1 ⊗H1,m−2 ⊗ . . .⊗H2,0, and add the impossible

ones into I;

12 return I;

Then, we call S the representative set of X over f and

⋃
s∈S

{x | x f7−→ s} = X.

By eliminating the repeated elements from {x | x f7−→ s} for all s ∈ S, we have a partition table of X with respect to f

by storing the elements of S as keys and sets after partitioning as values in a hash table.

Hu et al. [15] introduced an algorithm to compute a representative set and partition table for a set X over a

nonlinear function f . However, it does not produce the same output with any fixed input. Wang et al. [16] then

introduced the optimal MILP-based algorithm to determine the representative set and partition table. In our paper,

we develop a deterministic algorithm that employs greedy method from [1] to identify the representatives and partition

table of X, which performs better than existing ones in terms of time complexity.

3 Proposed Algorithm and Applications

This section introduces an algorithm to compute the representatives and the partition table of a set over a nonlinear

function. Then, we discuss its applications to two lightweight block ciphers, IVLBC and GIFT-64.

3.1 Proposed Algorithm

The proposed algorithm employs Cormen et al.’s [1] greedy approach to find the representative set and the partition

table of a set over any nonlinear function, as shown in Algorithm 3. The procedure begins by constructing a hash

table, H, with the output differences over f as keys and the sets of associated input differences as values (Lines 11–17).

Then, we compute the representative set S by iteratively selecting the keys from H such that the associated value

covers the maximum uncovered elements of the set until X is empty (Lines 18–25). Finally, we form the partition table

of X by removing the overlapping elements from the sets corresponding to S (Lines 5–10). Our algorithm consistently

yields the same result for any fixed input. It has a time complexity of O(22|X|) and a space complexity of O(22|X|),
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Algorithm 2: Compute representatives and partition table of X over a nonlinear function f [15]

Input: X ⊆ Fk
2 and f : Fk

2 → Fk
2

Output: S, H
1 S ← ϕ;
2 H ← ϕ;
3 while X ̸= ϕ do

4 x
R←− X;

5 compute X ′ such that x
f−→ X ′;

6 x′ R←− X ′;
7 S ← S ∪ {x′};
8 compute X ′′ such that X ′′ f−→ x′;
9 H[x′]← X ′′;

10 X ← X −X ′′;

11 H ′ ← ϕ;
12 for h ∈ S do
13 H ′[h]← H[h];
14 for h′ ∈ S do
15 if h′ ̸= h then
16 H[h′]← H[h′]−H ′[h];

17 return S, H

respectively. Table 1 illustrates the comparative analysis of algorithms and shows that our algorithm has better time

complexity compared to the existing ones.

In the end, we employ our algorithm on two lightweight block ciphers, IVLBC and GIFT-64, and calculate the

representatives and partition tables within a maximum of 186 minutes. Following this, we identify the IDs for both

the ciphers.

3.2 Application to IVLBC

The literature has not yet identified any IDs on IVLBC. This section provides a detailed description of IVLBC and

then identify the IDs using the MILP method, as discussed in Section 2 as there is no impossible differential attack on

it till now. IVLBC was proposed by Huang et al. in 2022 [17], with two variants, IVLBC-80 and IVLBC-128. It has

29 rounds, and each round consists of four operations: AddRoundKey (ARK), SubCells (SC), PermuteNibbles (PN),

and MixColumns (MC), as shown in Figure 3.

RKi

S S S S S S S S S S S S S S S S

⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕

Figure 3: Round function of IVLBC
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Algorithm 3: Compute representatives and partition table of X over f using greedy approach

Input: X ⊆ Fk
2 and f : Fk

2 → Fk
2

Output: S, H
1 size← 2n;
2 H ← calculate H(f, size);
3 S ← find representative set(H, X);
4 H ′ ← ϕ;
5 for h ∈ S do
6 H ′[h]← H[h];
7 for h′ ∈ S do
8 if h′ ̸= h then
9 H[h′]← H[h′]−H ′[h];

10 return S,H;

11 Function calculate H(f , size):
12 H ← ϕ;
13 for x ∈ {0, 1, . . . , size− 1} do
14 for z ∈ {0, 1, . . . , size− 1} do
15 y ← f(z)⊕ f(z ⊕ x);
16 H[y]← H[y] ∪ {x};

17 return H;

18 Function find representative set(H,X):
19 S ← ϕ;
20 while X ̸= ϕ do
21 key ← select the key from H such that the corresponding value
22 covers maximum elements of X;
23 S ← S ∪ {key};
24 X ← X −H[key];

25 return S;

Table 1: Comparative Analysis

Algorithm Type Space Complexity Time Complexity Input Size
[15] Probabilistic O(22n) O(23n) 16-bit

[16] Optimal O(f(n) · 22n) O(f(n) · 22n) 16-bit
Ours Deterministic O(22n) O(22n) 16-bit

3.2.1 IDs of IVLBC

This paper considers only a single-key setting to detect IDs for IVLBC; consequently, we can omit the add round key

operation. As a result, we represent the round function of IVLBC as follows.

F = MC ◦ PN ◦ SC.

An r-round cipher, E, can be written as follows:

Fr = MC ◦ PN ◦ SC ◦MC ◦ PN ◦ SC ◦ Fr−4 ◦MC ◦ PN ◦ SC ◦MC ◦ PN ◦ SC

= MC ◦ PN ◦ SC ◦MC ◦ SC ◦ PN ◦ Fr−4 ◦MC ◦ PN ◦ SC ◦MC ◦ SC ◦ PN

= SC ◦MC ◦ SC︸ ︷︷ ︸
E2

◦PN ◦ Fr−4 ◦MC ◦ PN︸ ︷︷ ︸
E1

◦SC ◦MC ◦ SC︸ ︷︷ ︸
E0

We rearrange PN and SC at the ends of E and neglect the two linear operations, MC and PN, from our analysis, as

they do not affect the identification of IDs. Both E0 and E2 comprise four parallel super boxes [19], as indicated in

Equation 1 and Figure 4. Since all the super boxes are the same, therefore, it is sufficient to calculate the representatives
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Table 2: Representative sets over Ei,j (IVLBC), where i ∈ {0, 2} and 0 ≤ j ≤ 3

Representative Set Values

Xk,j , where k ∈ {1, 2} and 0 ≤ j ≤ 3

0x0, 0x26, 0x113, 0x11a, 0x12a, 0x12e, 0x133, 0x23a, 0x2af, 0x444, 0x1013, 0x101b, 0x102a,
0x102e, 0x1033, 0x1103, 0x110b, 0x1130, 0x11b0, 0x120a, 0x120e, 0x12a0, 0x12e0, 0x1303,
0x1330, 0x168e, 0x19ec, 0x1fe8, 0x202a, 0x20af, 0x220a, 0x22a0, 0x25af, 0x28ad, 0x28af,
0x2a0f, 0x2af0, 0x2b1e, 0x4044, 0x4060, 0x4278, 0x4404, 0x4440, 0x4444, 0x461d, 0x52ce,
0x679f, 0x6891, 0x6a1d, 0x7b8e, 0x7ccb, 0x7fdd, 0x8aee, 0x8da7, 0x8df9, 0x9392, 0x9887,
0x9969, 0x9c9e, 0x9fed, 0xb8ac, 0xba1c, 0xbae9, 0xbcf9, 0xc1b9, 0xc39e, 0xd2fa, 0xd9aa

and partition table for a single super box.

Ei = Ei,3||Ei,2||Ei,1||Ei,0, where i = 0, 2 (1)

Ei,3 Ei,2 Ei,1 Ei,0

S S S S S S S S S S S S S S S S

⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕ ⊕

S S S S S S S S S S S S S S S S

Figure 4: Super boxes representation of IVLBC (i ∈ {0, 2})

The representative sets for super boxes are computed using Algorithm 3, with results detailed in Table 2. The

representative sets consist of 68 elements for Ei,j , where i = 0, 2 and 0 ≤ j ≤ 3. Therefore, the number of MILP

models over E1 is equal to (684 − 1) × (684 − 1) ≈ 248.70. It is not feasible to test all corresponding MILP models

with our available resources. We limit our selection to 16 elements and focus on pairs that have exactly two active

blocks for the 6-round, 7-round, and 8-round IVLBC models. We investigate input-output difference pairs, which may

contain IDs and then conduct an exhaustive search of all possible sets to identify IDs. In the end, we obtain 1,44,360

IDs for 6-round IVLBC, whereas no IDs are detected for 7-round and 8-round IVLBC.

3.3 Application to GIFT-64

Banik et al. introduced GIFT at CHES 2017 [18] with its two variants, GIFT-64-128 and GIFT-128-128, depending on

SPN structure. This paper focuses exclusively on GIFT-64-128, referred to as GIFT-64, which comprises 28 rounds.

Each round function comprises three operations: the substitution layer (S), bit-permutation (P ), and the addition of

round key/constants, as depicted in Figure 5.

S S S S S S S S S S S S S S S S

⊕ ⊕⊕ ⊕⊕ ⊕⊕ ⊕⊕ ⊕⊕ ⊕⊕ ⊕⊕ ⊕⊕ ⊕⊕ ⊕⊕ ⊕ ⊕⊕ ⊕ ⊕⊕ ⊕ ⊕⊕ ⊕ ⊕⊕ ⊕ ⊕⊕ ⊕ ⊕⊕

Figure 5: Round Function of GIFT-64
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3.3.1 IDs of GIFT-64

The single-key setting on GIFT-64 is the only focus of our analysis. Therefore, we can ignore the add-round keys or

constants in each round. Consequently, we define the round function as follows:

F = P ◦ S.

Moreover, the two consecutive rounds in GIFT-64 can be expressed as follows:

S ◦ P ◦ S = P2 ◦ S ◦ P1 ◦ S

where P1 = [0, 5, 10, 15, 12, 1, 6, 11, 8, 13, 2, 7, 4, 9, 14, 3] and P2 = [0, 4, 8, 12, 1, 5, 9, 13, 2, 6, 10, 14, 3, 7, 11, 15].

We can represent the r-round cipher as follows.

Fr = P ◦ S ◦ P ◦ S ◦ Fr−4 ◦ P ◦ S ◦ P ◦ S

= P ◦ P2 ◦ S ◦ P1 ◦ S ◦ Fr−4 ◦ P ◦ P2 ◦ S ◦ P1 ◦ S

= S ◦ P1 ◦ S︸ ︷︷ ︸
E2

◦Fr−4 ◦ P ◦ P2︸ ︷︷ ︸
E1

◦S ◦ P1 ◦ S︸ ︷︷ ︸
E0

The researchers in [15,16] presented representative sets of E0 and E2 in GIFT-64 and claimed that 8-round GIFT-

64 is free of IDs. However, the researchers’ representative sets do not cover the entire set. Therefore, it is necessary

to recalculate the representative sets for this specific cipher. Consequently, we use our algorithm to compute the

representatives of a super box over E0 and E2 in GIFT-64. As indicated in Table 3, the representative sets over E0,j

and E2,j , where 0 ≤ j ≤ 3, contain 26 and 25 elements, respectively. As a result, the total number of MILP models

that have the potential to contain IDs is (264 − 1)× (254 − 1) ≈ 237.38, which is not practical to solve. We therefore

select 14 elements from each representative set and evaluate the pairs that contain exactly two 16-bit active blocks.

Finally, we identify 4,661 IDs for 6-round GIFT-64, but there are no 7-round or 8-round IDs within the chosen search

space.

Ei,3 Ei,2 Ei,1 Ei,0

S S S S S S S S S S S S S S S S

S S S S S S S S S S S S S S S SS S S S S S S S S S S S S S S S

Figure 6: Super boxes representation of GIFT-64 (i ∈ {0, 2})

4 Conclusion

We introduced a greedy-based deterministic algorithm to identify representative sets and partition tables needed for

ID identification through MILP. We conducted a comparison of existing algorithms, demonstrating better performance
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Table 3: Representative sets of super boxes over Ei,j (GIFT-64), where i ∈ {0, 2} and 0 ≤ j ≤ 3

Representative Set Values

X1,j , where 0 ≤ j ≤ 3
0x0, 0x7d6, 0x839, 0xb05, 0x1025, 0x300b, 0x3dff, 0x63d0, 0x777e, 0x79df, 0x7c7c, 0x7da0,
0x86df, 0x90b3, 0x9f32, 0xa7d7, 0xaaaa, 0xadad, 0xb799, 0xca77, 0xcaca, 0xcccc, 0xdd77,
0xdfb7, 0xdfd9, 0xeeee

X2,j , where 0 ≤ j ≤ 3
0x0, 0xd, 0xa1, 0x7f7, 0x9b0, 0x1102, 0x1edd, 0x39b9, 0x76db, 0x90f9, 0x99bf, 0x9c59,
0x9e0d, 0x9f9d, 0xb111, 0xb799, 0xbb9b, 0xcf97, 0xd6dd, 0xd9d9, 0xdbec, 0xdf90, 0xdfdb,
0xf3cf, 0xf991

than others for 16-bit nonlinear functions. Through this algorithm, we computed the representatives and the partition

tables for IVLBC and GIFT-64, then identified 6-round IDs for both ciphers. In this paper, we only explored the

limited search space because of limited resources. Therefore, in the future, we will explore the entire search space

to identify longer IDs as well as consider more ciphers for the identification of IDs. Furthermore, we will extend our

algorithm over nonlinear functions with larger input sizes.
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