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Abstract

Federated Learning (FL) is a machine learning paradigm to distributively learn machine
learning models from decentralized data that remains on-device. Despite the success of
standard Federated optimization methods, such as Federated Averaging (FEDAvG) in FL,
the energy demands and hardware induced constraints for on-device learning have not been
considered sufficiently in the literature. Specifically, an essential demand for on-device learn-
ing is to enable trained models to be quantized to various bit-widths based on the energy
needs and heterogeneous hardware designs across the federation. In this work, we introduce
multiple variants of federated averaging algorithm that train neural networks robust to quan-
tization. Such networks can be quantized to various bit-widths with only limited reduction
in full precision model accuracy. We perform extensive experiments on standard FL bench-
marks to evaluate our proposed FEDAVG variants for quantization robustness and provide
a convergence analysis for our Quantization-Aware variants in FL. Our results demonstrate
that integrating quantization robustness results in FL. models that are significantly more
robust to different bit-widths during quantized on-device inference.

1 Introduction

Federated Learning (FL) is a distributed machine learning paradigm, where a large number of clients, such
as consumer smartphones, personal computers or smart home devices learn collaboratively. Clients train
on their private local data, which is never shared with other participants in the federation, such as other
clients or the server. Despite learning happening on-device, FL results in a single global model at the end
of training. The privacy of local client data is an important requirement in modern machine learning and
acts as a central motivator for FL.

Several challenges arise in the FL setting. For example, different clients might have different computational
constraints based on their hardware design specifications. One practically relevant heterogeneous hardware
characteristic is the supported quantization bit-width of the hardware accelerator. A suitably trained model
should exhibit no significant performance degradation after quantization to various bit-widths represented
in the heterogeneous device landscape. Quantization robustness aims to achieve this objective where a single
model is trained with the constraint of robustness to various quantization bit-widths on-the-go at inference
time without re-training or finetuning.

Recent works (Shkolnik et al| (2020); |Alizadeh et al.| (2020); Kim et al| (2020)) introduced novel ways to
train quantization robust models in the centralized training setting, but the application of such quantization
robustness mechanisms has not been a focus in FL yet. In this work, we address the problem of learning
quantization robust models trained using the standard federated learning algorithm, known as Federated
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Averaging (FEDAvG) (McMahan et al| (2017)). To this end, we introduce multiple variants of FEDAvG
algorithms to incorporate quantization robustness in FL; this is done either via regularization-based meth-
ods for quantization robustness or modified quantization-aware training methods. Firstly, we propose the
integration of a standard quantization robustness approach known as Kurtosis Regularization (KURE),
which involves a regularization term in the local clients’ loss function, to enforce uniform distribution on
the weights and activations. Secondly, we present a quantization robustness approach that involves adding
random pseudo-quantization noise during the training procedure. The adopted mechanism is also inspired
by the introduction of additive pseudo-quantization noise (Défossez et al. (2021)) for QAT that discards
the Straight Through Estimator (STE) approximation (Courbariaux et al| (2015))) for non-differentiable
uniform quantization. Straight Through Estimator (STE) approximation is de-facto method in QAT, that
allows the backpropagation through a non-differentiable quantization operator by assuming it as an identity
function.

Quantization-Aware Training (QAT) methods (Zhou et al.| (2016); Krishnamoorthi| (2018]); Esser et al.
(2020); Nagel et al.| (2021))) have been successful at training quantized models with ultra-low bit-widths.
QAT models perform very well for the target bit-width they have been trained on but can lead to significant
degradation for other bit-widths, even for full precision (Kim et alJ 2020). To address this limitation of
conventional QAT methods, we further introduce Multi-bit Quantization-Aware Training (MQAT), a novel
QAT framework that achieves quantized models robust to multiple bit-widths without re-training.

In MQAT for FL, a random bit-width is sampled for each client from the set of considered quantiza-
tion bit-widths before performing a standard QAT procedure during the client training phase. This small
modification enables models trained using the federated regime to be robust to multiple bit-widths during
quantized inference. Furthermore, since QAT involves certain heuristics (STE) for computing gradients
(due to the non-differentiable rounding operation), we theoretically analyse the convergence behaviour of
the global model in the non-convex setting when clients perform local QAT.

Below we summarize the contributions in this paper:

o We introduce multiple quantization robustness methods such as Kurtosis Regularization (KURE), Addi-
tive Pseudo-Quantization Noise (APQN) into the federated learning setup to achieve quantization robust
models that can be used for efficient inference at multiple bit-widths.

e As the standard form of QAT integration into federated learning fails to generalise across multiple bit-
width, we propose Multi-bit Quantization-Aware Training (MQAT), a new variant to achieve quantization
robust models in FL.

e We study the theoretical convergence properties for our QAT variants in federated learning and show
that the convergence rate for the server-side weights is similar to traditional FL, albeit with a QAT-
method-specific error floor.

e We perform extensive experimental evaluations of baselines and our FEDAVG variants on CIFAR-10,
CIFAR-100, FEMNIST and TinylmageNet with different network architectures. We empirically demon-
strate that our proposed modifications yield models that are robust to quantization at multiple bit-widths
without significant reduction on the model’s full-precision accuracy.

2 Preliminaries
We first provide some brief background on FEDAvVG and neural network quantization robustness.

2.1 Federated Averaging

Federated learning is a distributed learning paradigm where multiple clients collaboratively learn a shared
model. In this machine learning framework, the local client data is not shared with other clients or the
server. The problem of federated learning can be formulated as an optimization objective

min F(w) = Bivp Fi(w), 1)
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where F;(w,D;) = Eeup,[fi(w,£)] is the the local objective function at client i, w € R represents the
parameters for the global model, and P denotes a distribution over the population of clients Z. The local
data distribution D; often varies between clients, resulting in data heterogeneity.

Federated Averaging (FEDAVG) (McMahan et al.| (2017)) is the standard algorithm for federated learning.
It operates via a series of rounds where each round is divided into a client update phase and server update
phase. We denote the total number of rounds as T'. At the beginning of each round ¢, a subset of clients
S; is sampled from the pool of clients. The server model is then shared with the sampled clients. During
the client update phase, each sampled client runs local SGD for K steps with learning rate 7. using their
own private data. We denote the i-th client’s parameters at the k-th local step of the t-th round by wyj .
During the server update phase, the updates of the sampled clients are averaged to build the server-side
update A;. The server then applies that update with learning rate ns to receive the next round’s parameters
wei1. [Reddi et al.| (2020) describe a generalization of the server-side update rule to include more advanced
adaptive optimizers.

2.2 Quantization Robustness

The objective for robust quantization is to learn a single model that can be quantized to different bit-widths
without significant degradation in the full precision performance. Given a neural network parameterized by
w that is optimized using a standard loss function F', such as the cross entropy, quantization robustness
aims at minimizing the following loss:

min > F(Q(w,b),D). (2)

beB

Here, quantizer Q(-) with bit-width b and a quantization step size A, we have that

Q(w,b) = Ay - clip QXW b=l gbl 1> : (3)

b

where || denotes the rounding-to-nearest integer operation, and clip(:) clamps its input such that it lies in
the range[—2°~1,2b~1 — 1]. The quantization step size can be estimated either post-training or learnt using
QAT (Krishnamoorthi (2018]); [Esser et al.| (2020); Nagel et al.[(2021])). The above objective intends to learn
a neural network that is robust to various bit-widths in the quantization bit set B. B could also include
the high precision 32-bit floating-point format (FP32). Note that the above formulation explicitly enforces
robustness to different bit-widths for weight quantization only. It is straightforward to enforce quantization
robustness for activations in a similar manner. Recent works (Alizadeh et al. (2020); [Shkolnik et al.| (2020)))
have explored alternate ways of satisfying the above objective by adding a regularization term in the standard
training procedure instead of directly solving the aforementioned optimization problem.

3 A Federated Learning Framework with Quantization Robustness

In quantization robust federated learning we aim to solve an optimization problem of the following form:
min F(w) = E;wp[F(wW)], (4)
w

where F*(w, D;) = Eeup, >y c g fi(Q(wW, b), )] is a modified local loss to encourage quantization robustness
at client 7 and B is the set of target quantization bit-widths. Instead of directly optimizing this loss, which
involves multiple forward-backward passes through the same batch for each bit-width, we incorporate various,
more efficient ways for quantization robustness in the FEDAvVG framework.

Regularization Method. Regularization methods such as Kurtosis regularization (Shkolnik et al.| (2020)),
which enforce a uniform distribution on the weight tensors, can be incorporated in the FEDAvVG framework
by modifying the loss function F; for each client as follows:

Fi(w,D;) = Eep, [fi(W, )] + A - Lkure(W). (5)
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The Kurtosis regularization term for an M- layered neural network can be expressed as

LKUREz;ﬁ;vawi)—chﬁ,qu)=E[(W‘“ﬂ. (6)

g

Here, p and o are the mean and standard deviation of tensor w and /C; denotes a scalar value that defines the
distribution enforced on the tensors. Similar to[Shkolnik et al.|(2020), we employ K, = 1.8 to enforce uniform
distribution. We provide the pseudo-code for FEDAVG with Kurtosis regularization, FEDAvG-KURE, in
Algorithm [I]

Algorithm 1 FEDAvG, FEDAVG-KURE

1: Require (wo, 7,75, A)
2: fort=20,...,7T—1do
3:  sample a subset S of clients
for all i € S in parallel do
w1 o < w¢ {broadcast server state to client}
for k=0,...,K—1do
Gix < vfi(wi,kﬁlﬁc) A
JE W3 &%) = Fi(W 5 &873) + A Licons (W )
G < VT (W &)
10: Wi ki1 € Wiy — 7 - 3y, {client update}
11: end for
12:  end for
13 Ay = \§1| Zies(wi,K - W%,o)
14:  Wyy1 Wi + 15 - Ay {server update}
15: end for

© % NS TR

Additive Pseudo-Quantization Noise (APQN). The quantization robustness problem has similarities
with adversarial robustness in the sense that both aim to keep predictions unaltered in the presence of some
form of bounded additive noise. Adversarially robust models aim to be robust to noised-up input, whereas
with quantization robustness the noise is added to either the weight tensor or the intermediate activations.
We present a quantization robustness approach that involves adding random pseudo-quantization noise
during the training procedure. This is motivated by the recent success of Randomized Smoothing (Cohen
et al| (2019)) in the adversarial robustness literature, where a model is learnt with input data samples
corrupted with Gaussian noise. An adaptation similar to ours has been presented in the recently introduced
Differentiable Quantizer (Défossez et al. (2021)) as a replacement of the commonly used Straight Through
Estimator (STE) based quantizer. Their proposed quantizer has only been used to achieve quantized models
for a single target bit-width or mixed-precision with fixed computational budget. Since APQN involves
additive pseudo quantization noise and the noise does not have any learnable parameters, backpropagation
for the rest of the parameters is straightforward.

We propose to learn models that are robust to varying levels of quantization noise and thus can be quantized
to different bit-widths. The local loss function in this case can be reformulated as

Fz*(vaz) = EﬁNDi [fl(Q(Wv b)?é)} (7)

Here, Q(-) is a pseudo-quantizer with bit-width b that adds noise sampled from the uniform distribution
U[—Ap/2,Ap/2], and can be defined as
: -3

Q(w,b) =w+U 55

(8)
Provided that A, is sufficiently large, the sampled pseudo-quantization noise can have support for vari-
ous target bit-widths, thus encouraging quantization robustness. The pseudo-code for FEDAVG-APQN is
provided in Algorithm [2
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QAT and MQAT. A standard way of learning a network with low bit-widths is to constrain the parame-
ters and/or activations of the model to fixed quantization levels. This procedure of training a neural network
with standard Projected Gradient Descent (PGD) algorithm with quantization function as projection, is of-
ten termed Quantization-Aware Training (QAT). To perform “quantization-aware” FL, we can adopt the
QAT procedure for the local optimization at each client to learn a global model that can be quantized to a
specific bit-width. In this “quantization-aware” FL, the client-level loss function can be reformulated as:

Ff(w,Di) = E¢op, [fi(Q(w, 1), )] (9)

The quantization step-size A, can be either learnt as a parameter (Esser et al.| (2020)) or be estimated
before the start of training and kept fixed thereafter. Note that the backward pass of the network involves
a gradient estimate through the non-differentiable rounding operation of Q(-). To this end, similar to prior
QAT literature we use the standard STE approximation (Bengio et al| (2013)), which approximates the
gradient of the rounding operator as 1:

0 |x]
ox
By using this STE approximation for QAT, we can train models that can be quantized to specific bit-widths.

In order to use the trained model for bit-widths other than b, we can analytically estimate the quantization
step-size using the ranges for bit-width b as follows:

=1 (10)

Ap. (11)

Here, a refers to any target bit-width during inference stage and b refers to bit-width for which the model is
trained on. The pseudo-code for FEDAVG-QAT is provided in Algorithm [2]

Although QAT trains models that perform favourably at specific bit-widths, they often suffer from perfor-
mance degradation when quantizing to other bit-widths (Kim et al. (2020)). For this reason, QAT alone is
not suitable for tackling the heterogeneous hardware requirements that one can encounter in a cross-device
FL deployment. We propose MQAT to realize quantization-robust FL. MQAT aims to learn models that
are robust to a set of bit-widths B, by selecting a bitwidth b € B either randomly during local training or
by fixing it based on each client’s hardware requirements. The sampled bit-width is then kept same for all
the layers.

Similar to QAT, the quantization step-size A, for different bit-widths can be either learnt or estimated
before the start of training and kept fixed thereafter. The quantization step-size for different bit-widths is
then shared along the model parameters with all clients. We provide the pseudo-code for FEDAVG-M QAT
in Algorithm

Convergence analysis. APQN, QAT and MQAT modify the forward pass of the model, either by
adding uniform noise in the case of APQN or approximating the gradient of the non-differentiable rounding
operation in the case of QAT and MQAT. Therefore, it is important to study how these modifications /
heuristics affect the convergence behaviour of the global model in the federated setting. We do not discuss
the convergence behaviour of KURE, as KURE uses standard unbiased gradients of a regularized objective
and therefore the standard FEDAvVG guarantees apply for this objective. What follows now is a convergence
analysis in the non-convex setting with the help of the following assumptions:

Assumption 1 (Lipschitz Gradient). Fach local loss function Fs is L-smooth Vs € S, i.e., |VFs(x) —
VE(y)| < Llz -yl Y=,y € R.

Assumption 2 (Bounded variance). Each Fy has bounded local variance, i.e., E[||V fs(w, €) — VFs(w)|?] <

012, where f, is a stochastic estimate of the local loss based on a w € IRP and € is a random mini-batch.
Furthermore, the global variance is also bounded, i.e., £ Y, [|[VFs(w) — VF(w)||> < 02, Yw € RP.

Assumption 3 (Bounded quantization noise). Let w € IRP, j be any of its dimensions and Q(-) the
quantization operation with a step size A € IR. The quantization noise r; € IR added to wj, ie., r; =
Q(w;) — w;, is bounded by half the step size of Q(-), i.e., r; < %.
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Algorithm 2 FEDAVG-APQN , FEDAVG-QAT , and FEDAvG-MQAT

1: Require (wg, 7., 75,0, B)
2: fort=0,...,7T—1do
3:  sample a subset S of clients

4: for all i € § in parallel do

5: Wi o < Wy {broadcast server state to client}
6: b+ U[B]

7 for k=0,...,K —1do

8: Gig < wai(Q(W%,ka b); &%)

9: 9ok < Vwfi(Q(wy 1, 0):67%)

10: 9ik < Vwfi(Q(wy 1, )1 €7)

11: Wi ki1 € Wi — e g;, {client update}
12: end for

13:  end for
_ 1 ' i
4 A= =i Zies(wi,x - W?o)
15: Wiy Wy + 175 - Ay {server update}
16: end for

The first two assumptions are common in the non-convex optimization literature for FL (Reddi et al.
(2020)) and the third is automatically satisfied in our quantization schemes, provided the ranges are set
up appropriately. Based on these assumptions, we can then make the following statement.

Theorem 1. Let K be the local iterations of each client and w € IRP be the global model parameter vector.
Under assumptions[1], [4 and [3, if the client (n.) and server (ns) learning rates are chosen such that

< — <
e=T0k ™ =SLKy, (12)
we have that the FEDAVG-{APQN,QAT,MQAT} server updates satisfy
. F(wy) — F(w”)
2
< -7 @~ 7
min, [VF ()] < S0
+ 7’;1 (Bo? + TKo? + HL>DR?), (13)
Ns
where we define
K
A= e 2LnneK?, (14)
272 2 2 K
B = 4nsn.K*L* + Lu: (2[( + 6) , (15)
I = 240, KL% + LK, (16)
4n;
H = 3” K + 6Ln2 K> (17)
e

and R = 5t for APQN, R =4t for QAT and R = | [E, [%} for MQAT.

The proof is delegated to appendix due to space constraints. It follows [Reddi et al.| (2020) while handling
quantization noise, such as |[Li et al|(2017). We can see that the convergence rate for the (non-quantized)
server side weights is similar to traditional FL (Reddi et al.[(2020)), albeit with an additional error floor due
to the quantization noise. Some of this quantization error can be reduced by decreasing the learning rates,
up to an irreducible factor of O(L2DR?) that depends on the bit-width. Both the convergence term, i.e.,
F(wy) — F(w*), and the the error term scale with the number of local iterations K, with the first decaying
with K but for the second some of the error terms increase with K, due to each step contributing additional
quantization noise and drift between the local and the server weights.
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4 Related Work

Post-training quantization. PTQ is fast and efficient way of achieving neural network quantization by
using little or no data at inference time. Recent literature in PTQ focused on post-training quantization
of LLMs and transformers. [Frantar & Alistarh (2022) extend the Optimal Brain Surgeon (OBS) frame-
work to efficiently quantize and prune NNs in a unified setting. Their method is time and space-efficient
while achieving high accuracy in vision and language models. |Frantar et al,| (2023]) propose an extension
of OBC |[Frantar & Alistarh| (2022)) that is optimized for efficient and accurate quantization of generative
pretrained models. This one-shot weight quantization method can quantize GPT models with 175 billion
parameters in approximately four GPU hours, reducing the bitwidth down to 3 or 4 bits per weight, with
negligible accuracy degradation relative to the uncompressed baseline. |Liu et al.|(2023a)) address the issue of
quantizing heavy-tailed activations in vision transformers. They discover that for a given quantizer adding
a fixed uniform noisy bias to the values being quantized can significantly reduce the quantization error. By
adding a noisy bias to each layer they are able to actively alter the activations distribution and make it
more quantization-friendly. |Yao et al| (2022)) proposes a method for efficient and accurate PTQ of large-
scale transformers. It comprises of a fine-grained hardware-friendly quantization scheme for both weight
and activations employing layer-by-layer knowledge distillation algorithm (LKD) without the access to the
original training data. ZeroQuant can achieve 8-bit weight/activation quantization of GPT-3-style models
with minimal accuracy impact.

Quantization-aware training. QAT is one of the more effective and widely used methods for achieving
low-bit weight and activation quantization. It relies on simulating the quantization operation operation
during training and requires access to labelled training data. [Esser et al.| (2020) first introduced the idea of
learning the quantization step-size jointly with the weight achieving near floating-point accuracy in ResNets
even with 3-bit quantization. Since then, further advances in quantization-aware training (Han et al.; [2021}
J. Leel 2021} |Gong et al.,|2019; [Bhalgat et al. [2020; |Park & Yoo, |2020) have pushed the envelop and enabled
ultra low-bit quantization (2-4 bits) for a wide range of networks and tasks. Recently, Nagel et al| (2022)
observe that oscillating latent weights can prevent neural networks from converging to optimal solutions
during QAT. They propose freezing oscillating weights or oscillation dampening through regularization and
thus improve quantized accuracy in efficient ConvNets. |Shin et al.[(2023) propose training with pseudo-noise
quantization to prevent unstable convergence induced by the straight-through-estimator (STE) in QAT. The
NIPQ formulation allows for naturally learning the bitwidth and quantization parameters leading to more
accurate and efficient mixed-precision quantized NNs. [Liu et al. (2023b) investigate QAT for LLMs and
propose a data-free distillation method that leverages generations produced by the pre-trained model, which
better preserves the original output distribution and allows quantizing any generative model independent
of its training data, similar to PTQ methods. They experiment with LLaMA models of sizes 7B, 13B, and
30B, at quantization levels down to 4 bits.

Quantization robustness. A drawback of QAT is that it can make the trained model highly dependent
on the chosen bit-width and quantization parameters. To address this, robust quantization aims at training
a single set of weights that are robust to a wider range of quantization choices and bit-widths. [Alizadeh
et al.| (2020) model quantization noise as an additive perturbation and show that they can improve quan-
tization robustness by regularizing the Li-norm of gradients. Since this type of gradient regularization is
computationally expensive due to the second-order gradient information, a simpler alternative regularization
procedure was proposed in follow-up work (Shkolnik et al., [2020]). [Shkolnik et al.| (2020) trains the network
with Kurtosis Regularization (KURE) on the weights to improve robustness and use the LAPQ (Nahshan
et al.,[2020) algorithm to find the optimal quantization parameters post-training. It has been shown in|Shkol-
nik et al.| (2020)) that the uniform distributions on the weight tensors achieve better quantization robustness,
instead of the Gaussian-like distributions attained during the standard training procedure. Recently, [Défos-
sez et al.| (2021) introduce additive uniform noise to simulate quantization during training for the purpose
of QAT; this method can be easily extended for the purpose of quantization robustness as we show in this
paper. Kim et al.| (2020) introduces a training method that leads to more “quantization-friendly” weights,
by scaling the gradient depending on the distance of the weights from the quantization grid.
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Quantization in Federated Learning (FL). Quantization in the context of FL has been studied mostly
in the context of compressing communication, e.g., (Amiri et al.l2020; Reisizadeh et al.l 2020} Triastcyn et al.)
2021). Equally important to reducing the communication overhead is the reduction of the computational cost
of training and inference on-device. Existing work in this direction can roughly be divided into designing
more efficient models through e.g. sparsification (Caldas et al., |2018b; [Jiang et al., |2019; |Louizos et al.|
2021)) and more effective algorithms (Reddi et all 2020} [He et all 2020) that reduce the number of training
rounds. Structurally sparse models can reduce training and inference costs (Horvath et al.| (2021) targets
heterogeneous computational resources) and may additionally reduce communication (Louizos et all 2021)).
Diao et al.| (2021) proposes to assign to each client a subset of the global model depending on their resources.
A weaker client receives only a subset of hidden layers and as such, it is suited for training as well as
inference across a heterogenuous compute landscape. Such an approach is orthogonal to MQAT, similar to
how sparsification and quantization are being successfully combined in federated training and centralized
settings alike. Quantization, the focus of this work, is orthogonal to these and as of yet understudied in
the literature. QuPeL (Ozkara et al.l 2021) is very close in scope to our work. A core proposition of their
work however is the flexibility of the quantization mechanism to be non-uniform and the set of quantized
values that the model weights can occupy to be learnable. Such a method is highly performant in theory
but is entirely unsuitable to low-bit accelerators as can be found in today’s hardware. Furthermore, QuPeL
addresses hardware heterogeneity through personalization, meaning that each client needs to have access a
local dataset and perform a finetuning operation in order to select the appropriate centroids for their budget.
This is in contrast to our work where the quantization happens “zero-shot”, i.e., the client does not need
any data (i.e., it could be a new client in the federation, only interested in inference) and can just quantize
the server model to a specific, hardware friendly, bit-width. To the best of our knowledge, this work is the
first to investigate the robustness of models to different levels of quantization in the FL setting.

5 Experiments

We evaluate the quantization robustness of different proposed variants of FEDAVG using standard bench-
marks in FL. In this work, we mainly focus on weight quantization robustness of various trained models but
we also provide additional experimental comparisons for activation quantization and quantizing both weight
and activations. For all the results in the paper, we present the accuracy plots at different quantization
bit-widths and we refer the reader for exact numbers to Appendix.

Experimental Setup. For the experimental comparisons, we use federated versions of the CIFAR-10,
CIFAR-100 (Krizhevsky et al.,|{2009), TinyImageNetﬂ and FEMNIST (Caldas et al. [2018a)) datasets. We split
the data into 100 (CIFAR-10), 500 (CIFAR-100), 500 (TinyImageNet), 3500 (FEMNIST) clients in a non-i.i.d
way following Hsu et al| (2019), where in each round only 10 clients participate for all datasets except
TinyImageNet dataset, where 100 clients participate. We train different models for 5000 (CIFAR-10 using
ResNet-20), 2000 (CIFAR-10 using LeNet-5), 10000 (CIFAR-100), 4500 (TinyImageNet), and 6000 (FEMNIST)
rounds. We use small local batch sizes for all clients in our experiments for different datasets: 64 (CIFAR-
10), 20 (CIFAR-100, TinyImageNet, FEMNIST). For all our experiments, we use ADAM optimizer for server
training phase and SGD optimizer for client training phase. We use single epoch of local client training for
each client participating in a round for all our experiments. For data augmentation, we normalize CIFAR-
10 and CIFAR-100 and TinyImageNet to per-channel zero-mean and standard deviation of one. CIFAR-100
further undergoes random cropping to 28 pixels height and width with zero-padding, followed by random
horizontal flipping with 50% probability. FEMNIST requires no preprocessing.

In order to simulate a non-i.i.d. data split that we would expect in the federated scenario, we artificially
split CIFAR-10, CIFAR-100 and TinyIlmageNet by their label. For CIFAR-10 and TinylmageNet, the label
proportions on each client are computed by sampling from a Dirichlet distribution with o — 1.0 (Hsu et al.
(2019)). For CIFAR-100 we use the coarse labels provided with the dataset and follow Reddi et al.| (2020).
For our FEMNIST experiments, the federated split is naturally determined by the writer-id for each client.

Thttps://tiny-imagenet .herokuapp.com/


https://tiny-imagenet.herokuapp.com/

Published in Transactions on Machine Learning Research (09/2023)

CIFAR-10 ResNet-20 CIFAR-10 LeNet-5
> > 707 >
o ) )
e I o
=1 S 60+ 5
g g g
< < 50 <
c C c
o o o
kS = 40 2
k] b=} b=}
g £ 304 A : g
3 3 3
S 5207 - ¥ S
o [c] [ WU W Wiy s
10 S 10+ A - x
T T T T T T T T T T T T T T T T T T
32 8 6 4 3 2 32 8 6 4 3 2 32 8 6 4 3 2
Quantization Bit-Width Quantization Bit-Width Quantization Bit-Width
(a) (b) (c)
CIFAR-100 ResNet-20 TinylmageNet ResNet-18
- 5. 40
O o
c c
1 5o
P-4 =@~ Baseline s <
c « ¥ FedAvg-KURE c
O 30 =& FedAvg-APQN (W-4) o
s -8+ FedAvg-APQN (W-2) 3 204
kel -¥- FedAvg-QAT (W-4) o
= 20 *A- FedAvg-QAT (W-2) & =
g 9 FedAvg-MQAT-W g 10
— A, 3 _ T
B104 A E
o o
(G o 7 CCTTITION At A O o4
T T T T T T T T T T T T
32 8 6 4 3 2 32 8 6 4 3 2
Quantization Bit-Width Quantization Bit-Width
(d) (e)

Figure 1: Global validation accuracy of the proposed FEDAVG wvariants at different bit-widths of weight
quantization for models trained on (a) CIFAR-10 using ResNet-20, (b) CIFAR-10 using LeNet-5, (¢) CIFAR-
100 using ResNet-20, and (d) TinyImageNet using the ResNet-18 architecture. Here, an abbreviation of “W”
indicates that we performed weight-quantization only, whereas “W-#7 refers to quantization at # bits.

We use LeNet-5, ResNet-20 and Compact Convolutional Transformers (CCT) (Hassani et al., [2021)) archi-
tecture for evaluation on CIFAR-10 and LeNet-5 on FEMNIST. For experiments with CIFAR-100 and Tiny-
ImageNet, we use ResNet-20 and ResNet-18 network architectures respectively. We replace batch-norm with
group-norm in ResNet-20 since batch-norm induces training instabilities in FL (Reddi et all) 2020). We
report the accuracy of the quantized server-side model whenever comparing the models at different quanti-
zation bit-widths. To compare quantization robustness, we use bit-widths from the set {32,8,6,4,3,2}. We
provide the details regarding training hyperparameters in Appendix. For the APQN and KURE methods,
we employ post-training quantization methods to set the quantization ranges. Specifically, we find ranges
that minimize the mean-squared error (Nagel et al.| (2021))). We found that the “Scaler” without “static
Batch Normalization” lead to unstable training in LeNet-5. For our HeteroFL (Diao et al| 2021]) implemen-
tation, we therefore report results without Scaler or Batch Normalization. Batch Normalization negates the
scaler’s effect, and the absence of Batch Normalization causes the instability. For QAT based methods,
range estimation is done at the start of the training and then the same ranges are used at inference time.
Our experiments are performed using NVIDIA Tesla V100 GPUs and code is in PyTorch.

5.1 Weight Quantization

Firstly, we compare all weight-only quantization-robust FEDAVG variants introduced in this work, i.e.,
we keep the activations in full precision. We report validation accuracy at the different levels of weight
quantization for various datasets and network combinations in Fig. [T}

CIFAR-10. Fig. [Ta] shows the performance of FEDAvG variants on CIFAR-10 with ResNet-20. We see
that the classification acurracy for the baseline FEDAVG trained model drops considerably when weights
are quantized to low bit-widths (2 and 3). Both, FEDAVG-KURE and FEDAvG-APQN perform similarly
to the baseline with only slight improvements at low bit-widths. Our FEDAVG-QAT variants outperforms
the other FEDAVG variants. A signficant drop in validation accuracy is observed as the FEDAvG-QAT
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models are quantized to bit-widths other than the target bit-width they have been trained for. This is a
known issue with QAT trained models in the context of quantization robustness. Our proposed FEDAVG-
MQAT variant directly targets this issue. The FEDAVG-MQAT model outperforms all other variants at
different level of quantizations consistently. Furthermore, it improves validation accuracy at full precision as
well. Further investigation revealed that for an over-parameterized network such as ResNet-20, the FEDAvVG
baseline overfits the training set. Our proposed FEDAVG-MQAT implicitly regularizes the FL. model and
avoids the issue of overfitting in this experimental setup and thus achieves better full precision accuracy. We
further investigate overfitting and the implicit regularization phenomenon of FEDAvG-MQAT in Appendix.

Fig. [ID] shows performance on CIFAR-10 with the LeNet-5 architecture. Since LeNet-5 is a relatively small
network, no overfitting is observed for the FEDAVG baseline. It is important to note that the LeNet-5 (achieves
48-55 % accuracy at 2 bits) is more robust to weight quantization compared to ResNet-20 (achieves 28-35%
accuracy at 2 bits) for the baseline FEDAVG trained model on CIFAR-10. Similar to previous comparisons,
FEDAVG-KURE and FEDAVG-APQN achieve marginal gains at low bit-widths. The FEDAVG-MQAT
produces better validation accuracy (improvement of ~ 12% at ultra low bit-width of 2 bits but with
considerable loss (= 3%) in accuracy at full precision. We believe this is because a small network, such as
LeNet-5 on CIFAR-10, is inherently hard to compress (quantize) and the gains at low bit-widths come at the
cost of considerable degradation in full precision accuracy. Fig. shows performance on CIFAR-10 with
the transformer architecture namely CCT (Hassani et al., [2021). Similar to convolutional neural networks,
FEDAVG-MQAT consistently outperforms all other other variants at different level of quantizations.

In order to compare our quantization robust mechanism in FL against existing literature, we implemented
HeteroFL (Diao et al., [2021). HeteroFL propose to achieve efficient inference by pruning subset of hidden
layers based on computer budget. To compare HeteroFL to our proposed methods, we compute the bit
operations per second (BOPs) (Van Baalen et al.| [2020) for the full-precision activation LeNet-5 at different
bit-widths for the weight tensors and chose pruning ratios for HeteroFL that result in the same BOPs.
Instead of bits, the HeteroFL curve in Fig. [ID] thus presents the evaluation accuracy of the pruned model
at different ratios while being close in BOPs to the corresponding quantized LeNet-5 model. We notice that
pruning as an alternative approach to quantization generally underperforms quantization for this model
and dataset. Since these approaches are orthogonal, we expect future work to explore the combination of
quantization and pruning to ensure efficient inference in FL.
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Figure 2: Global validation accuracy of the proposed FEDAVG variants at different bit-widths of activation
quantization for models trained on (a) CIFAR-10 using ResNet-20, and (b) CIFAR-100 using ResNet-20 ar-
chitecture. Here, an abbreviation of “A” indicates that we performed activation-quantization only, whereas
“A-#7 refers to quantization at # bits.

CIFAR-100. Fig. shows the performance of our FEDAVG variants with weight-only quantization on
CIFAR-100 using the ResNet-20 architecture. Similar to our CIFAR-10 setup, we observe a large drop in
the baseline model accuracy at low bits. Our FEDAVG-MQAT variant achieves significant gains, especially
at low bit-widths; ~ 35% at 2-bits and ~ 10% at 3-bits, compared to the baseline FEDAVG model. It is
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Figure 3: Global validation accuracy of the proposed FEDAVG variants at different bit-widths of weight and
activation quantization for models trained on CIFAR-10 using ResNet-20 architecture. An abbreviation of
“WA?” indicates that we performed both weight and activation quantization.

important to note that these improvements on low bit-widths come at the cost of a small loss of accuracy
(= 2%) at full precision in comparison to the baseline.

TinyImageNet. We also performed an experimental evaluation on a more challenging FL setup; clas-
sification on TinyImageNet with the ResNet-18 architecture. The results for all of our proposed FEDAVG
variants can be seen in Fig. Despite being the most challenging task with 200 classes and only 500
training samples for each class, our FEDAVG-MQAT variant remains robust to bit-widths as low as 2-bits
without any loss in full-precision accuracy. In comparison to the baseline, it improves the 2-bit, 3-bit quan-
tization accuracy by a significant margin (20 — 35%). We would like to point out that despite being trained
for different set of bit-width, our FEDAVG-MQAT variant can achieve accuracy of FEDAVG-QAT for their
target bit-widths while preserving the full precision model accuracy.

FEMNIST. The FEMNIST dataset has become one of the standard datasets used to evaluate FL algo-
rithms. For the sake of completeness, we performed quantization robustness experiments on FEMNIST using
the LeNet-5 architecture. We observe that the baseline FEDAVG trained model is already robust to various
quantization levels, even up to 2-bits. Compared to our other tasks, we believe classification on FEMNIST
with LeNet-5, is relatively easier and more robust to quantization.

5.2 Activation Quantization

To further demonstrate the effectiveness of our FEDAVG variants, we analyze the task of quantizing acti-
vations on CIFAR-10 and CIFAR-100 with the ResNet-20 architecture. For FEDAVG-KURE, we impose the
regularization term on the activations and, in a similar manner, for FEDAVG-{APQN, QAT and MQAT},
the noise / quantizer is on the activations.

Fig. 2a] and Fig. 2B show the validation accuracy at different bit-widths for CIFAR-10 and CIFAR-100 re-
spectively. For both CIFAR-10 and CIFAR-100, we observe considerable decline in the full precision model
accuracy after Kurtosis regularization on activations compared to the baseline. It sould be noted that the
original work on KURE (Shkolnik et al| (2020))) considered weight-quantization only. FEDAVG-MQAT
achieves significant gains at 2-bit (= 55% on CIFAR-10 and ~ 24% on CIFAR-100) and 3-bit (= 26% on
CIFAR-10 and = 6% on CIFAR-100) quantization for both CIFAR-10 and CIFAR-100.

Perhaps surprisingly, we can see that our FEDAVG-MQAT trained model outperforms the respective FE-
DAVG-QAT models trained on their own respective bitwidth for 2 and 4-bits. For CIFAR-100 dataset, we
observe a considerable decrease in model accuracy for FEDAVG-MQAT variant at higher bit-widths (and
full precision).

11



Published in Transactions on Machine Learning Research (09/2023)

Federated Averaging (FedAvg)
aseline MQAT-W MQAT*-W

W-32 70.16 74.46 70.44
W-8 69.86 74.54 70.88
W-6 70.02 74.60 68.24
W-4 68.44 74.58 70.02
W-3 64.14 75.64 67.58
W-2 28.02 72.58 68.20

Table 1: Global validation accuracy after quantization at various bit-widths for different FEDAVG variants
trained on CIFAR-10 dataset using ResNet-20 architecture. Here, * indicates the client-specific bit-width is
chosen at the begining of training and then kept fixed throughout.

5.3 Weight and Activation Quantization

The combination of activation and weight quantization promises to fully harness the advantages of specialized
hardware accelerators. Fig. ] illustrates the impact of our quantization robustness variants for joint weight
and activation quantization on CIFAR-10 with the ResNet-20 architecture. In this setting, both, weights and
activations are quantized before each matrix multiplication. We see that FEDAvG-MQAT outperforms the
FEDAVG baseline as well as the bit-specific FEDAVG-QAT across all bit-widths, including full-precision. As
noted before, ResNet-20 exhibits overfitting on CIFAR-10. Thus, we include another baseline which introduces
dropout (50%) before the final fully-connected layer, which marginally improves performance.

5.4 Per-client fixed bit-width.

Performing a forward-pass in low bit-width during Quantization-Aware Training (QAT) does have the ad-
ditional benefit of reduced computational requirements also during training. A good assumption to make
is that each client implements efficient hardware acceleration for a specific bit-width that remains constant
during its participation in the federated learning process. While in the main experimental setting we con-
sidered per-round sampling of the bit-width for MQAT, here we sample a client-specific bit-width at the
beginning of training and keep it fixed throughout.

As we can see in Table [I] ex-ante fixed bit-widths lead to some degradation in performance, albeit at the
aforementioned benefit of spead-up training.

6 Discussion

Real-world deployments of FL, necessarily require catering to a heterogeneous device landscape.
Quantization-robust server models, i.e., models that have robust performance on arbitrary target bit-widths,
are a step towards effectively navigating such a landscape. In this work, we introduced several variants of
the FEDAVG algorithm that encourage quantization-robustness for the server model. Experimentally, we
demonstrated that our FEDAVG variants can achieve good performance on several target bit-widths, with-
out significant accuracy degradation for the full precision model. No method clearly outperforms in all
settings, although we see MQAT performing well in most situations, especially for lower bit-widths. Theo-
retically, we showed that quantization-aware local training on the clients provides a convergence rate that is
similar to traditional FL, albeit with an extra error floor that depends on the parameters of the quantization
procedure and the model characteristics.

In the future, we would focus on end-to-end quantized training which can enable efficiency for both client-
server communication as well as on-device training. Further axes of heterogeneity than bit-width should be
considered, such as non-uniform quantization, different quantization strategies (symmetric vs. asymmetric)
and more subtle differences in inference engines across devices. We believe that the scenario where a client’s
hardware characteristics are considered fixed throughout training opens up the possibility for advanced client
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sub-sampling strategies and necessitates a discussion on the impact of client-specific model performance
as a trade-off between efficiency and representation. Device capabilities correlate with the heterogeneous
socioeconomic landscape of participating devices and each client’s dataset’s influence on the learned function
will be different.
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A Appendix
Appendix
B Convergence analysis for quantization aware local training in federated learning

In this appendix we provide a convergence analysis for quantization-aware training in combination with
federated learning. We follow the analysis presented in Reddi et al.| (2020]), while handling the quantization
noise, such as |Li et al.| (2017)). This appendix tries to be verbose so as to be easy to follow along. Theorem
3.1 contains the formal claim for this proof. On a high level, we will aim to upper-bound the gradient
magnitude of the FL objective (Eq. 1 in the paper), VyF(w;) for different perspectives on ¢. We begin the
proof by making explicit assumptions about the objective as well as the nature of quantization. In terms of
techniques we rely only on some general inequalities that we detail before the actual proof. We advise the
studious reader to keep a second copy of the pdf open to refer back to these inequalities. Furthermore we
preface this section by re-iterating notation.
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B.1 Notation and definitions

w e RP .. .is the flattened vector of model parameters.
w!, € RP ... model parameters at the k’th (out of K) iteration of local updates
on client s in communication round t.
S ...is the set of all clients (’shards’), of size S = |S]

5
1 1
F(w) = g Z Fy(w), We use g Z Fy(w) as shorthand.

D
1 D
Fy(w) = D Z fs(w,e;), where Dy = |Ds| is the size of the local dataset D; at client s.

fs(w,€;) ...is a loss function evaluated on a random mini-batch €; on client s with
model parameters w.
E:[F(w¢p1)]  ...is the loss evaluated on parameters w at round ¢ + 1, in expectation over the
randomness at round ¢ that influences the transition of parameters from round ¢
to round ¢ + 1.
E[F(w)] ...is the loss evaluated on parameters w, averaged over all possible sources of

randomness. Precise definition given in context below.

VwF(w) ...is the gradient of F' with respect to w evaluated at w.
We use the shorthand VF(w), similarly for VF,(w) and V f,(w).
Ay ... is the step size of the quantizer / magnitude of the quantization noise for a

given bit-width b.

B.2 Assumptions

Assumption 1 (Lipschitz Gradient). Each local loss function Fs is L-smooth Vs € S, i.e., |VFs(x) —
VE(y)| < Llz -yl Yo,y € R.

Assumption 2 (Bounded variance). Each Fy has bounded local variance, i.e., E[||V fs(w, €) — VFs(w)|?] <
012, where fs is a stochastic estimate of the loss based on an w € RP and € is a random mini-batch.
Furthermore, the global variance is also bounded, i.e., £ Y, [|[VFy(w) — VF(w)||> < o2, Yw € RP.

Assumption 3 (Bounded quantization noise). Let w € RP, j be any of its dimensions and Q(-) the
quantization operation with a step size A € IR. The quantization noise r; € IR added to wj, ie., r; =
Q(wj;) — wj, is bounded by half the step size of Q(-), i.e., r; < %.

B.3 Auxiliary lemmata / inequalities

In this section we will provide some inequalities and lemmata that will be useful for the proof of our main
theorem.

Lemma 2. For any v > 0 we have that £2a3 < ya? + %52
Proof.

1 1 1
0< (Vra+ —pF)2 = 0<vya? + =%+ 208 — £2af < va? + =2
W7 ﬁ) gl g

Corollary 3. For any vy > 0 we have that (a £ 3)? < (1 +~)a? + (1 + %),32
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Proof.
(a£B)* =a®+ B> £ 2ap3 (18)
From Lemma [2]
1 1
§a2+ﬁ2+7a2+;ﬁ2 = (1+7)a2+(1+;)52 (19)
O
Lemma 4. For random variables z,, ..., z,. we have that
Elllz1 + -+ + 2 [?] < rE[llza|® + - + [z ]%)- (20)

Proof. The proof follows from expanding the square and applying Lemma@to each 2z;z; term withy =1. O

Ellel) = > EolElr] <ZE[ ]szb[Ag] (21)

Lemma 5. Let r be the quantization noise added to w satisfying assumption Fq. @ When performing
QAT, MQAT, APQN we have that

E[|l7|*] < DR?, (22)
A2
where R = % for QAT, R =, /E, {Tb} for MQAT and R = ﬁ—l% for APQN.
Proof. For QAT we have that

D A2
Efjr ) Zrd<EZAb (A) (23)
d=1 d=1

due to the bounded quantization noise assumption. For MQAT where we consider random bitwidths, we
have that

E[||7]|]] ZEb [r2]] <Z]Eb[ ]—DIEb ﬁg]. (24)

For APQN we have that

Ellr|?) =B ri] =Y Eli =) 37 =D () 7 25)
d=1 d=1 d=1 12 V12
due to rg ~U [—%, %} and E[rj] = Var[rq] + E[rq]* = %5' =

Lemma 6. For any local learning rate n, < mﬁ’ we can bound the difference between the local shadow
weights and the server weights for any k € {0,..., K — 1} and K > 1 at a given federated training iteration
t via

1
5 D E|wh, = wel|* < 4Kn2 (07 + 6Ko2) + 32K 02 L DR? 4 24K 2| VF (wy)||*. (26)
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Proof. We begin by noting that

Elwl, — w* =E| Wi,k—1 — Wi —ne(Vfs(Wh oy + rg,k—l) - VFS(Wi,k—l + Ti,k—1)

a b
+ VF(Wy ooy +70g1) = VE(Wi) + VE(w,) — VF(w,) + VE(w))|%, (27)
d e

where we introduced several shorthand notations for easier manipulation of the terms. By expanding the
norm using the multinomial theorem we have that

= E[l|a]*] + nZE[61%] + nZE[llc]|*] + nZE[l|d]|*] + nZE[]le||”]
—2E[a” (ne(b+c+d+e))] + 2n2EbT (c +d + )]
+ 22E[c” (d + )] + 212E[d" e]. (28)

We can now use the fact that the expectation of b is zero, since st(w;k_1 +r§7k_1) is an unbiased estimate
of VE(w, , _; +rl, ;). In this way, we can simplify the above to

= E[llall®] + nZE[[[6I*] + n2E[[|clI*] + nZE[lld||*] + n2E[[|e]|]
—2E[a” (ne(c + d + €))] + 2n°E[cT (d + €)] + 2n*E[d ). (29)

We can now use Lemma [2f with a v = 2K — 1 in order to “split” the 2E[a” (n.(c + d + €))] term

< Efllal®] + n2E[I61%] + nZE[llcll*] + nZE[IdI|*] + nZE[]le]?]

+ Efllal®] + 2K — 1)n2E[[lc + d + e|]

1
2K — 1
+ 202E[c? (d + )] + 2n2E[d"¢]. (30)

Following that, we can see that several terms cancel, due to E[||c + d + ¢||?] = E|||c¢||?] + E[||d||?] + E[||e]|?] +
2E[cT(d + e)] + 2E[d" ¢]

1
= (1 g ) Ellal?] + w2EDIP] + 2K 2B e + d + el (31)

Finally, we will apply Lemma [4] in order to split E[||c 4+ d + e||?] and thus end up with

1 2 2 2 2 2
<
< (14 5= ) BlIGIP] + 261 + 0K s2El el
+ 6KE[ ] + 6Kn2E ]|, (32)

= (14 g ) Bl s = wil?)

+ U?E[vas(wz,kq + Tg,kq) - VFs(Wﬁ,kq + "“2,#1)”2]

FOREVE (W, 4ty ) ~ VE(w)|)

+ G|V, (wi) — VF(w,) 2] + 6K 2E] [V F (w2, (33)

where we replaced the shorthand notations with their original terms. To proceed, we will make use of
assumptions [2 and [I] to arrive at

1
< (14 g ) ElIw s — wll) + ao?

2K —1
+ 6N LPE[| W oy + 70 gy — wel|’]
+6KE[|VFs(we) — VE(we)|*] + 6KnZE[[[VF(we)||?]. (34)
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We can now make use of corollary With a v = 3 in order to separate the quantization error r; ;_; from the
difference between the local (shadow) weight and the server weight

< (14 g ) Bl - wall) + a2o?

+ 24K LR Wy gy = wil|?] + 8Kz L*E[[ 5 4[]

+ 6K E[|VEs(we) — VE(wy)|*] + 6K2E[[|[VE(we)|[?], (35)
and then use Lemma [5] in order to bound the squared norm of r, ;1

< (1 gy ) Ellwhas — wil + aio?

+ 24K L*E[|[WS -y — wi[*] + 8KnZL* DR?

+6ENZE[|[VEy(we) — VE(we)[?] + 6KnZE[[VEF (we)||?). (36)

To proceed and make further use of our assumptions, we will average the aformentioned inequality over the
clients and thus have that

1 , 1
§ 2Bl il < (1+ 57

1
+SKIZL2DQ? + 6Kt 5 Y B[|[VFy(wi) = VF(wi)?) (37)

1
[ ) Sl ] rfof

+ 6K ZE[[VE (we)[?], (38)

and then make use of assumption [2]in order to bound the “global” variance

1 212 1 t 2 2 2
< (1 g P2 ) S Bl el
+8Kn.L*DQ* + 6Kn2o, + 6Kn E[||[VF(wy)|?]. (39)

Finally, given our assumption that n, < wﬁ’
we can simplify the upper bound even further

1
& Bl —wilt) < (14 g ) Sl el a2 05

+8Kn2L*DQ* + 6Knc [IVE (wy)]?]. (40)

we have that (1 + + 24Kn?L?) < (14 %) and thus

2K1

We have now arrived at a point where the average difference between the local shadow weight at iteration
k and the server weight is upper bounded by two things; the average difference at iteration k& — 1 along
with some constant terms that are independent of the actual weights or iteration. We can thus continue
further by sequentially applying the bound at Eq. 0] on each weight difference, up until we end up at the
server weight wy (since local optimization started from that point) where the difference is zero. Notice that
each application of this bound “adds” additional non-negative terms, so we have that the upper bound of
K iterations would upper bound the bound on K — 1 iterations. Therefore, the “worst-case” upper bound
is the one where k = K. In this case, we can unroll the recursion and have that

K—1 j

1 1 J

3 STE[wh - willf] < > (1 + K_1> (n2(o? + 6K0?) + 8Kn?L> DQ?
s 7=0

+ 6K E[[VE (we)|%]). (41)

To simplify even further, we can use the fact that (1 + ﬁ)ﬂ is monotonic in j and that there are K terms
in the sum, thus get

1 K
<K (1 + Kl) (n2(o} + 6Ko)) + 8Kn.L*DQ* + 6K E[|[VF (wy)|?]) (42)
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and since (1+ 25)% <4 for any K > 1
<AKn2(of + 6Ko?) + 32K°n2 L’ DQ? + 24K n2E[|VF (wy)||?], (43)

which proves our claim. O

B.4 Proof of Theorem 3.1

We begin by noting that the server-side update rule of the model in the case when the clients perform Quan-
tization Aware (QA) SGD with a learning rate of 7. and the server does SGD with a learning rate 7. The
extension of the proof to more involved server-side update rules as in |Reddi et al.| (2020)) is straightforward.

Wip1 — Wy =15Gy, G = —% ZZst(WLC + 75, (44)
s k

where s indexes the clients and S is the total number of clients. k indexes the local client iteration number,
and we assume that there are K local iterations in total. w’, € IRP corresponds to a real valued local
shadow weight at iteration ¢ and 7!, € IRP corresponds to the quantization noise that is added to it in each
iteration of the local optimization (as the weights are rounded / noised before the forward pass).

Using the L-smoothness of the global loss function,
L
F(Wii1) < F(we) + 0, VF(w) Gy + §||773GtH2 (45)

Ln?
= F(w) + 1, VE(we) Gy + =G (46)

We then take an expectation over all randomness at time step ¢,

L 2
Ed[F(wei)] < F(w) + 1, VE(w) TE(GY) + SB[ G, (47)
—_— ——
—_——
T1¢ Ty
and work towards upper bounding the T, T; terms separately.
Bounding T
VF(w) "B [Gy] = VF(wi) " E[Gy — 1 KV F(w;) + 1. KV F (wy)] (48)
= K| VE(w)|]* + VF(w)"E[G; + n. KVF(wy)] . (49)
T5¢
We will now work towards upper bounding T3,
T3 = VF(Wt)TEt[ Z Vfs(Wep, + 1) + 1KV E(w)] (50)
= VF(w) E,[— Z Z VF,(wiy 4+ 7)) + 1. KVF(w,)] (51)
1
= VE () Bl S S VR (whe 4 ) + 5 3 ST VA ()] (52)
s k s k

Now by using Lemma [2| with v = K we have that

(= ZZVF wh, + 7l ZZVF wy)|?] (53)
(we) ||+ 2K52Et||ZZVF (Wi, +75) — VE(we))[|?]. (54)

T34

IN

K
T”VF(WOW
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By then using Lemma |4] to push the squared norm inside the sum

K CSK
< L VEw)|? + 325 E D IVA ) = V() (55)

and from the Lipschitz gradient assumption

(wo)ll* + *Et Z Z IL(Wek +7a — we)|?] (56)

(wo)[[* +

[IWee + 7o — W] (57)

We will now once more use Lemma [4] to separate the shadow weight difference from the quantization noise

ne K 1 1
=75 IVE(we)|® +nel? > 3 > Eafllwhy, = wel?] + 0L 5 > E|lrkll?] (58)
k s k s

and from Lemma |5|

TR 9 (w AR ZEt Wy — wil) + n K DR, (59)

We see that in order to proceed, we need to upper bound the difference between the local shadow weight at
any iteration k and the server weight. This is were we will use our Lemma [6] in order to proceed

K
< LHVF(Wt>||2 + Kn.L*(4KnZ (o} + 6Ko))) + Kn.L*(32K°n;L*DQ?)
+ Kn.L*(24K20?|VF (wy)||*) + n.K L? DR? (60)

K
<7762 + 24 K37 L2> [VF(wy)||? + 4K*n3L* (07 4+ 6K0)) 4+ (n.K + 320 K°L*)L’DR*.  (61)

neK and 322 L2 K3 <

Flnally, we can make use of our assumption 7. < 5i Which leads to 24n3L2K3 < 1

BmK In this way, we can arrive at our final bound for T3,

31 4
Ty < 77 IVE(w)|? + 3neK L DR® + AK*i2L2(07 + 6K07). (62)
Now we can apply this bound to T3; in order to get
3n.K 4
Tyt < —nK||VE(w,)|? + ”THVF( wo)|* + 3M(L2DR2 +A4K*n3L* (o} + 6Ko) (63)
4
— (wo)|* + gncKLQDRQ +4K*nlL? (o7 4+ 6Ko,) (64)

Which is the final upper bound on Ti;.

Bounding T>; We begin by noting that
Ln? Lng

5 EllG’) = S E|Ge = e KV F(wi) + ne KV E(w) 7], (65)
and then we can split the squared norm via Corollary [3| with v =1
< L2 (Be[|Gr + ne KV E(wo)|[IP] +n2 K|V F(we)[|). (66)

Tt

To continue, we will move towards upper bounding Ty by expanding the terms inside the squared norm

Ty =Eef| — < Zst Wy, + 74 ZVF (w2)[I] (67)
2
Ne
<ot > Z (Vfs(Wiy +14) = VE(W, +14) + VE (Wi +74) — VE(wy)) |7]. (68)
s k
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We will then apply Lemma [4] in order to move the squared norm inside the sums

Wiy, + 1h) — VE(Why 4+ 78) + V(W +78) — VF(we)|)?] (69)

and will apply Corollary [3] with v = 1 in order to split the norm

277c
Z Z B[V fo(Why, + rhy) — VFo(Why, + vl 7] + B[ VFs(why, + L)
—VFS(Wt)II ])~ (70)
To proceed, we will make use of our assumptions in order to get

< 22 Ko} +27ICKZ Z]Et LW + 70— wo)?] (71)

and we will apply Corollary [3| with v = 1 one more time in order to split the norm of the weight difference
and the quantization error

<2773K202+4770KLQZ Z]Et W — well?] +4WCKLQZ ZEt 7k 1°] (72)

so that we can apply Lemma [f] in order to bound the latter

1
< m2K%07 + 4n2KL* 5 > Eifllwh, — will?] + 42 K2 L’ DR, (73)
k s

By observing the above, we see that we again end up with the average difference between the shadow weights
at each iteration k and the server weight. As a result, we can apply Lemma [f] in order to proceed further

<mPK%0? 4+ 4P K?L?DQ?

+ 42K L?(4Kn2(of + 6Ko2) + 32K°n L DR? + 24K*n2E[|| VF(w)|1%]) (74)
=22 K’07 + 4 K*L*DQ* + 16K°n L (o} + 6Ko,) + 1287: L*K*DR?
+96n KA L? ||V F(wy)|2. (75)

In order to simplify the aforementioned inequality we will make a use of our assumption on 7., namely that
Ne < 1or- In this way, we will have that 16K3nlL? < 1Kn? along with 128y2K*L? < 2p2K?. Taking
these into account, we have that

1 3
< (2n2K?% + éan)o—f + K*n2ol + (4n2K* + n?K?)LQDR2 + 96n K4 L?||VF (wy)|? (76)
anddueto4—|—% <6

1
< (2n°K? + EKnE)Jf + K*n2o) + 612 K*L?DR® 4 960, K* L*||[VF(wy)| 1%, (77)

which constitutes our final upper bound on Tj;. With this bound at hand, we can move back to bounding
T and thus get

To < L2 (202K + 6Knc)oz K*nlog + 67 K*L>DR? + 960 K*L*||[VF (w,)|?
+ 0 K| VE(w)|1?) (78)
= Ln?((2n?K*? + éan)a? + K*njo; + 6n2K°L*DR?)
+ L2 (960, K*L? + 2 K?) |V F (wy)[|. (79)
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Having bounded T3, and T, we can now apply these bounds to the inequality at Eq. [47] and thus get

L 2
Ei[F(wit1)] < F(wy) + 15 VF(wi) TE[Gy] + ;75 Ei[|G4]|?] (80)
—_—
Tyt
Tt

stfc 4
< F(wy) — Bl " IVE(w)||? + 377577¢KL2DR2 + A KL (07 + 6Ko2)
1
+ Ln?((2772K2 + g Kne)ol + K*ngog + bng K*L* DR?)
+ Ln2(96n: K*L? + 02 K?)||[VF (wy)||>. (81)

To simplify the aforementioned bound, we can once again make use of our condition 7, <

7 Which leads
to 9612 K*L? < n2K?2. In this way, we get that

— lOL

Ed[F(wii1)] < F(wr) — (" 2L a2 k)| V(w2

4

+ (4ns K> LPn2 + Ly (202 K + GKHC))
4
+ (240, K> L2 + LyinK) Ko, + (gmsne kK + 6Ln2n2K?*)L*DR? (82)

K
= F(we) —nsne (7 = 2LnsnK?) [ VE (we)||?

A
K
+n2 (dns KL%, + Ln?(2K? + <)) of
B
4ns
+n? (240, K2 L2y, + LK) Ko? + 12 (BZ K +6Ln2K?) L°DR?, (83)
I - 7

where we introduced several shorthand notations for easier manipulation of the inequalities. We can thus
now re-arrange the inequality to

E[F(Wei1)] = F(we) < —noncA||VE(20)?|| + 07 (Bo} + TKoyg) +n2 HL? DR, (84)

In order to consider the entire training trajectory, we will use a telescoping sum, i.e., we will sum this
inequality over all rounds and take the expectation at each time-step

T T
Y (B F(wisr)] = Eea [F(wh)]) < —noneA Y [IVF(wy)||* + TnZ (Boj + TKoy)
t=1 t=1
+Tn?HL*DR?. (85)

In doing that, most of the terms on the left-hand-side will cancel across subsequent time-steps and thus we
will end up with

Er[F(wry1)] — F(wy) < nanAZ IVE(w)||? + Tn2(Bo} + TKo}) + Tn?HL*DR”. (86)
t=1

We can now re-arrange the terms to get

T
1A Y IVE(W)|? < F(wy) = Er[F(wri)] + Tn2(Boj + TKoy) + T2 HL* DR®. (87)

t=1
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Dataset Network s e € Rounds (T) Batch Size
CIFAR-10 LeNet-5 le—3 5e—2 1le—38 2000 64
CIFAR-10 ResNet-20 le—3 He—2 1le—7 5000 64
CIFAR-100 ResNet-20 le—3 He—2 1le—7 10000 20
FEMNIST LeNet-5 le—3 5e—2 1le—38 6000 20
TinyImageNet ResNet-18 le—2 le—2 le—3 4500 20

Table 2: Hyperparameters used for the experimental evaluations in the paper. Here ns, n. denote the server
and client learning rate and €5 refers to the correction term in value in ADAM optimizer of server.

and by considering w* to be the parameters of lowest loss, Er[F(wry1)] > F(w*), we have that

T
NsneA Y |VF(wy)|> < F(wy) = F(w*) + Tn2(Boj + TKop) + Tn?HL? DR, (88)
t=1

In order to proceed, we have to impose a condition on A, namely that it has to be positive (otherwise,
dividing by A reverses the inequality). For this to happen we need that

=7 = 2LnaneK? — % > 2K = e < g (89)
Assuming that this condition is satisfied, we have that
1 ¢ o _ F(wi) — F(w”) Te 2 2 2y p2
T ; |VF(w)|* < — oA T USA(BUZ +TKo2 + HL*DR?). (90)
(91)

Finally, in order to obtain the result of Theorem 3.1, we make use of the fact that min;<;<7 ||VF(w;)||? <
T S IVE(w,)|? and thus arrive at
Flwy) = F(w") | 7e

2 VOIS = o A

(Bo} +T Ko, + HL’DR?), (92)
which completes the proof.

C Final Hyperparameters

We provide the final hyperparameters used for all the experiments in Table[2] Since the grid-search for FL is
expensive, we tune the hyperparameters such as client learning rate (7.), server learning rate (7,) and epsilon
term (es) used in ADAM optimizer only for the baselines and then use the same set of hyperparameters for all
our proposed variants. For FEDAvG-KURE, we tuned A from the grid [1le+1, 1le4+0, le—1,1le—2,1e—3, le—4],
found A = le — 1 to be optimal and use that for all our experiments. We also provide the details about
bit-set used to perform FEDAVG-MQAT variants in Table

D Additional Results

Implicit Regularization of MQAT. As discussed in the main paper, ResNet-20 on CIFAR-10 exhibits
overfitting, which we further investigate here. It was observed in the main text that FEDAVG-MQAT has
an implicit regularisation effect and thus achieves better validation accuracy for the full-precision model
by avoiding overfitting despite that not being the main objective. We show experimental comparisons of
our proposed MQAT to other standard methods of regularization with different strength of weight decay
(measured by regularisation term Awp) and drop-out before the last full-connected layer of the network in
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Federated Averaging (FedAvg)

Dataset Network MQAT-W MQAT-A  MQAT-WA
CIFAR-10 LeNet-5 [4,6,8] - -
CIFAR-10 ResNet-20  [2,3,4,6,8,32] [2,3,4,6,8,32]  [2,3,4,6,8,32]
CIFAR-100 ResNet-20  [2,3.4,6,8,32] [2,3,4,6,8,32] -

TinylmageNet  ResNet-18 [2,3,4,6,8] - -

Table 3: Quantization Bit-Set used to perform FEDAVG-MQAT on different experimental setup in the paper.

Table ] Despite not being its primary objective, our FEDAVG-MQAT variant achieves considerable gains
in full-precision accuracy in comparison to standard approaches used to avoid overfitting. Fig. [l] shows how
the validation loss of the baseline is increasing after 2.5k rounds and the corresponding validation accuracy
on the right. For MQAT, we observe no overfitting according to the validation loss.

CIFAR-10 ResNet-20 CIFAR-10 ResNet-20
2.507 4‘ - Baseline > 70 - = Baseline
== FedAvg-MQAT-W =
@225 — - FedAvg-MQAT-A °
S v | | FedAvg-MQAT-WA 3 60
c 2.0071 % ¢ g
o c
S
E 1.75 % 50
8 1.50 o
> =
B S 40
o 1.254 _
° 3
O 1.00 © 304
. (O]
075 - 1 1 1 1 1 1 I I I I I I
0 1000 2000 3000 4000 5000 0 1000 2000 3000 4000 5000
Rounds Rounds

(a) (b)

Figure 4: Global validation (a) loss and (b) accuracy curves for Baseline and different FEDAVG-MQAT
variants trained on CIFAR-100 using ResNet-20 architecture. For FEDAVG-MQAT wvariants the validation
loss refers to the loss after quantization at lowest bit-width in the bit-set B. While Baseline model clearly
suffers from the overfitting issue, our FEDAVG-MQAT variants clearly manage to avoid it. Further, the
validation accuracy curves on the baselines reveals that overfitting cannot be prevented even by early stopping.

Detailed results from the main text In this section, we provide the exact values used for plotting
various figures in the main text in Table 5-11.

25



Published in Transactions on Machine Learning Research (09/2023)

FedAvg Accuracy
Baseline 70.16
Baseline (Dropout) 72.02
)\WD =le—2 44.94
Awp = le —3 71.62
/\WD =le—14 70.76
/\VVD =le—5 70.06
)\WD =1le—6 70.10
MQAT-W 74.46
MQAT-A 76.28
MQAT-WA 74.90

Table 4: Global validation accuracy for full-precision models learnt in federation using FEDAVG wvariants
trained on CIFAR-10 dataset with ResNet-20 architecture. Here W indicates the client-specific bit-width is
chosen at the begining of training and then kept fized throughout. Here, an abbreviation of “W7”, “A” and
“WA?” indicate weight quantization, activation quantization and both weight-activation.

Bit Confi Federated Averaging (FedAvg)
€ Baseline KURE APQN (W-4) APQN (W-2) QAT (W-4) QAT (W-2) MQAT-W

W-32 70.16 69.38 70.5 70.04 72.38 29.06 74.46
W-8 69.86 69.38 70.72 70.19 71.08 11.68 74.54
W-6 70.02 69.08 70.62 70.16 71.6 12.68 74.60
W-4 68.44 68.12 69.44 69.36 72.58 18.5 74.58
W-3 64.14 64.28 63.46 65.66 71.22 39.02 74.64
W-2 28.02 31.28 29.64 33.36 52.32 72.64 72.58

Table 5: Global validation accuracy after weight quantization of various quantization robustness variants for
Federated Averaging (FEDAVG) on federated version of CIFAR-10 dataset using ResNet-20 architecture.

Federated Averaging (FedAvg)

Bit Config 5 cline KURE APQN (W-4) APQN (W-2) QAT (W-4) QAT (W-2) MQAT-W

W-32 49.17 49.57 50.77 50.8 49.19 13.62 48.47
W-8 49.24 49.52 50.86 50.88 46.46 1.7 48.21
W-6 48.99 49.66 50.27 50.81 47.34 1.92 48.28
W-4 45.37 47.75 45.76 46.34 49.7 3.05 47.18
W-3 36.42 41.04 34.87 37.04 44.44 11.68 45.88
W-2 6.62 8.28 8.41 7.62 24.77 42.92 42.27

Table 6: Global validation accuracy after weight quantization of various quantization robustness variants for
Federated Averaging (FEDAVG) on federated version of CIFAR-100 dataset using ResNet-20 architecture.

Federated Averaging (FedAvg)

Bit Config  poceline KURE APQN (W-4) APQN (W-2) QAT (W-4) QAT (W-2) MQAT-W

W-32 37.21 37.51 36.48 37.85 36.83 4.39 37.89
W-8 37.29 37.61 36.41 37.89 36.73 2.3 37.56
W-6 36.61 37.17 35.9 37.35 36.98 2.73 37.23
W-4 31.09 33.29 31.4 33.37 37.43 5.99 37.12
W-3 17.64 17.61 20.08 19.25 31.14 15.66 36.84
W-2 0.86 0.9 1.02 0.89 7.28 34.53 35.45

Table 7: Global validation accuracy after weight quantization of various quantization robustness variants for
Federated Averaging (FEDAVG) on federated version of TinyImageNet dataset using ResNet-18 architecture.
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Federated Averaging (FedAvg)

Bit Config  poseline KURE APQN (W-4) APQN (W-2) QAT (W-4) QAT (W-2) MQAT-W

W-32 69 69.4 69.66 68.92 65.68 27.74 65.68
W-8 69.02 69.4 69.66 68.86 55.1 11.52 65.66
W-6 68.72 69.38 69.54 68.54 59.42 11.74 66.26
W-4 68.24 68.8 68.66 68.26 66.74 12.62 66.02
W-3 66.82 67.12 67.06 66.94 58.4 15.36 62.51
W-2 48.68 51.94 51.3 53.14 61.44 61.5 59.32

Table 8: Global validation accuracy after weight quantization of various quantization robustness variants for
Federated Averaging (FEDAVG) on federated version of CIFAR-10 dataset using LeNet-5 architecture.

Federated Averaging (FedAvg)

Bit Config 5. eline KURE APQN (A-4) APQN (A-2) QAT (A-4) QAT (A-2) MQAT-A

A-32 70.16 66.82 70.42 50.56 63.74 41.04 76.28
A-8 70.06 66.88 70.3 50.55 73.98 53.24 76.38
A-6 70 66.78 70.1 49.98 73.72 53.22 76.42
A-4 64.5 63.38 65.66 41.49 71.26 53.1 76.14
A-3 47.92 50.03 51.48 22.72 51.52 53.1 74.68
A-2 12.66 26.2 15.2 3.8 11.06 58.2 67.78

Table 9: Global validation accuracy after activation quantization of various quantization robustness variants
for Federated Averaging (FEDAVG) on federated version of CIFAR-10 dataset using ResNet-20 architecture.

Federated Averaging (FedAvg)

Bit Config g celine KURE APQN (A-4) APQN (A-2) QAT (A-4) QAT (A-2) MQAT-A

A-32 49.17 37.36 50.94 50.56 18.13 4.74 40.71
A-8 49.37 37.22 50.86 50.55 45.62 23.91 43.79
A-6 48.73 37.25 50 49.98 45.57 23.82 44.23
A-4 41.36 32.5 40.6 41.4 43.06 23.13 42.59
A-3 24.33 20.16 22.22 22.72 25.31 24.14 30.5
A-2 4.59 3.4 4.13 3.8 1.24 7.81 28.79

Table 10: Global validation accuracy after activation quantization of various quantization robustness variants
for Federated Averaging (FEDAVG) on federated version of CIFAR-100 dataset using ResNet-20 architecture.

Federated Averaging (FedAvg)

Bit Config Baseline Baseline (Dropout) QAT (WA-4) QAT (WA-2) MQAT-WA

WA-32/32 70.16 72.02 60.64 26.61 74.9
WA-8/8 69.86 71.62 71 28.08 77.3
WA-6/6 69.92 70.58 71.38 29.42 76.8
WA-4/4 63.12 64.08 70.04 36.44 75.54
WA-3/3 42.98 41.8 42.54 50.12 72.9
WA-2/2 11.04 14.5 9.58 40.18 66.08

Table 11: Global validation accuracy after activation quantization of various quantization robustness variants
for Federated Averaging (FEDAVG) on federated version of CIFAR-10 dataset using ResNet-20 architecture.
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