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Abstract

ML model design either starts with an inter-
pretable model or a Blackbox and explains it
post hoc. Blackbox models are flexible but
difficult to explain, while interpretable models
are inherently explainable. Yet, interpretable
models require extensive ML knowledge and tend
to be less flexible and underperforming than their
Blackbox variants. This paper aims to blur the
distinction between a post hoc explanation of a
Blackbox and constructing interpretable models.
Beginning with a Blackbox, we iteratively carve
out a mixture of interpretable experts (MolE) and
a residual network. Each interpretable model
specializes in a subset of samples and explains
them using First Order Logic (FOL), providing
basic reasoning on concepts from the Blackbox.
We route the remaining samples through a flexible
residual. We repeat the method on the residual
network until all the interpretable models explain
the desired proportion of data. Our extensive
experiments show that our route, interpret, and
repeat approach (1) identifies a diverse set of
instance-specific concepts with high concept
completeness via MolE without compromising in
performance, (2) identifies the relatively “harder”
samples to explain via residuals, (3) outperforms
the interpretable by-design models by significant
margins during test-time interventions, and (4)
fixes the shortcut learned by the original Black-
box. The code for MolE is publicly available
at: https://github.com/batmanlab/
ICML-2023-Route—-interpret-repeat.
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1. Introduction

Model explainability is essential in high-stakes applications
of Al, e.g., healthcare. While Blackbox models (e.g., Deep
Learning) offer flexibility and modular design, post hoc ex-
planation is prone to confirmation bias (Wan et al., 2022),
lack of fidelity to the original model (Adebayo et al., 2018),
and insufficient mechanistic explanation of the decision-
making process (Rudin, 2019). Interpretable-by-design
models overcome those issues but tend to be less flexible
than Blackbox models and demand substantial expertise to
design. Using a post hoc explanation or adopting an inher-
ently interpretable model is a mutually exclusive decision to
be made at the initial phase of Al model design. This paper
blurs the line on that dichotomous model design.

The literature on post hoc explanations is extensive. This in-
cludes model attributions ( (Simonyan et al., 2013; Selvaraju
et al., 2017)), counterfactual approaches (Abid et al., 2021;
Singla et al., 2019), and distillation methods (Alharbi et al.,
2021; Cheng et al., 2020). Those methods either identify
key input features that contribute the most to the network’s
output (Shrikumar et al., 2016), generate input perturbation
to flip the network’s output (Samek et al., 2016; Montavon
et al., 2018), or estimate simpler functions to approximate
the network output locally. Post hoc methods preserve the
flexibility and performance of the Blackbox but suffer from
a lack of fidelity and mechanistic explanation of the network
output (Rudin, 2019). Without a mechanistic explanation,
recourse to a model’s undesirable behavior is unclear. In-
terpretable models are alternative designs to the Blackbox
without many such drawbacks. For example, modern inter-
pretable methods highlight human understandable concepts
that contribute to the downstream prediction.

Several families of interpretable models exist for a long time,
such as the rule-based approach and generalized additive
models (Hastie & Tibshirani, 1987; Letham et al., 2015;
Breiman et al., 1984). They primarily focus on tabular data.
Such models for high-dimensional data (e.g., images) pri-
marily rely on projecting to a lower dimensional human
understandable concept or symbolic space (Koh et al., 2020)
and predicting the output with an interpretable classifier.
Despite their utility, the current State-Of-The-Art (SOTA)
are limited in design; for example, they do not model the
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interaction between the concepts except for a few excep-
tions (Ciravegna et al., 2021; Barbiero et al., 2022), offering
limited reasoning capabilities and robustness. Furthermore,
if a portion of the samples does not fit the template design
of the interpretable model, they do not offer any flexibility,
compromising performance.

Our contributions We propose an interpretable method,
aiming to achieve the best of both worlds: not sacrificing
Blackbox performance similar to post hoc explainability
while still providing actionable interpretation. We hypothe-
size that a Blackbox encodes several interpretable models,
each applicable to a different portion of data. Thus, a sin-
gle interpretable model may be insufficient to explain all
samples. We construct a hybrid neuro-symbolic model by
progressively carving out a mixture of interpretable models
and a residual network from the given Blackbox. We coin
the term expert for each interpretable model, as they special-
ize over a subset of data. All the interpretable models are
termed a “Mixture of Interpretable Experts” (MolE). Our de-
sign identifies a subset of samples and routes them through
the interpretable models to explain the samples with FOL,
providing basic reasoning on concepts from the Blackbox.
The remaining samples are routed through a flexible residual
network. On the residual network, we repeat the method
until MolE explains the desired proportion of data. We
quantify the sufficiency of the identified concepts to explain
the Blackbox’s prediction using the concept completeness
score (Yeh et al., 2019). Using FOL for interpretable models
offers recourse when undesirable behavior is detected in the
model. We provide an example of fixing a shortcut learning
by modifying the FOL. FOL can be used in human-model
interaction (not explored in this paper). Our method is the
divide-and-conquer approach, where the instances covered
by the residual network need progressively more compli-
cated interpretable models. Such insight can be used to
inspect the data and the model further. Finally, our model
allows unexplainable category of data, which is currently
not allowed in the interpretable models.

2. Method

Notation: Assume we have a dataset {X, ), C}, where
X, ), and C are the input images, class labels, and human
interpretable attributes, respectively. f° : X — ), is our
pre-trained initial Blackbox model. We assume that f is
a composition Y o ®, where ® : X — R' is the image
embeddings and KR — Y is a transformation from the
embeddings, P, to the class labels. We denote the learnable
function ¢ : R! — C, projecting the image embeddings to
the concept space. The concept space is the space spanned
by the attributes C. Thus, function ¢ outputs a scalar value
representing a concept for each input image.

Method Overview: Figure 1 summarizes our approach.
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Figure 1. Schematic view of route, interpret and repeat. At it-
eration k, the selector routes each sample either towards the in-
terpretable model g* (to interpret) with probability 7% (.) or the
residual 7* = f*=! — g* with probability 1 — 7" (.) (to repeatr
in the further iterations). f*~! is the Blackbox of the (k — 1)"
iteration. g* generates FOL-based explanations for the samples it
covers. Otherwise, the selector routes through the next step until it
either goes through a subsequent interpretable model or reaches
the last residual. Components in black and grey indicate the fixed
and trainable modules in our model, respectively.

We iteratively carve out an interpretable model from the
given Blackbox. Each iteration yields an interpretable
model (the downward grey paths in Figure 1) and a resid-
ual (the straightforward black paths in Figure 1). We start
with the initial Blackbox fY. At iteration k, we distill the
Blackbox from the previous iteration f*~1 into a neuro-
symbolic interpretable model, ¢* : ¢ — Y. Our g is
flexible enough to be any interpretable models (Yuksek-
gonul et al., 2022; Koh et al., 2020; Barbiero et al., 2022).
The residual v* = f*~1 — g* emphasizes the portion of
f#~1 that g*cannot explain. We then approximate r* with
f* = h¥od®. f* will be the Blackbox for the subsequent iter-
ation and be explained by the respective interpretable model.
A learnable gating mechanism, denoted by 7% : C — {0,1}
(shown as the selector in Figure 1) routes an input sample
towards either g* or 7. The thickness of the lines in Fig-
ure 1 represents the samples covered by the interpretable
models (grey line) and the residuals (black line). With ev-
ery iteration, the cumulative coverage of the interpretable
models increases, but the residual decreases. We name our
method route, interpret and repeat.

2.1. Neuro-Symbolic Knowledge Distillation

Knowledge distillation in our method involves 3 parts: (1)
a series of trainable selectors, routing each sample through
the interpretable models and the residual networks, (2) a
sequence of learnable neuro-symbolic interpretable models,
each providing FOL explanations to interpret the Blackbox,
and (3) repeating with Residuals for the samples that cannot
be explained with their interpretable counterparts. We detail
each component below.
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2.1.1. THE SELECTOR FUNCTION

As the first step of our method, the selector 7 routes the
jth sample through the interpretable model g* or residual
r* with probability 7 (c;) and 1 — 7¥(c;) respectively,
where k € [0, K], with K being the number of iterations.
We define the empirical coverage of the k' iteration as
((nF)y =1 Z;":l 7*(c;), the empirical mean of the sam-
ples selected by the selector for the associated interpretable
model g*, with m being the total number of samples in the

training set. Thus, the entire selective risk is:
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where E’(“q,c *) is the optimization loss used to learn ¢* and

7 together, discussed in Section 2.1.2. For a given coverage
of ¥ € (0, 1], we solve the following optimization problem:
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where 6%, , 6%, are the optimal parameters at iteration k for
S g

the selector 7% and the interpretable model ¢* respectively.
In this work, 7s’ of different iterations are neural networks
with sigmoid activation. At inference time, the selector
routes the j* sample with concept vector ¢; to g"* if and
only if 7%(¢;) > 0.5 for k € [0, K.

2.1.2. NEURO-SYMBOLIC INTERPRETABLE MODELS

In this stage, we design interpretable model ¢* of k'" it-
eration to interpret the Blackbox f*~! from the previous
(k — 1)*" iteration by optimizing the following loss function:

k—1
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trainable component

0 ) fixed component trained
for current iteration k

in the previous iterations

(3)
k-1

where the term 7% (c;) [T;—, (1—n"(c;)) denotes the prob-
ability of j*" sample being routed through the interpretable
model g*. It is the probability of the sample going through
the residuals for all the previous iterations from 1 through
k—1Ge, [TZ/ (1 — m'(c;))) times the probability of
going through the interpretable model at iteration k (i.e.,
7%(c;)). Refer to Figure 1 for an illustration. We learn
wt, ... 7%= in the prior iterations and are not trainable at
iteration k. As each interpretable model g* specializes in
explaining a specific subset of samples (denoted by cover-
age 7), we refer to it as an expert. We use SelectiveNet’s

Table 1. Datasets and Blackboxes.

DATASET BLACKBOX #EXPERTS

CUB-200 (Wah et al., 2011)

CUB-200 (Wah et al., 2011)

AWA?2 (Xian et al., 2018)

AWA2 (Xian et al., 2018)

HAMI000 (Tschandl et al., 2018)
SIIM-ISIC (Rotemberg et al., 2021)
EFFUSION IN MIMIC-CXR (Johnson et al.)

RESNETI101 (He et al., 2016)
VIT (Wang et al., 2021)
RESNET101 (He et al., 2016)
VIT (Wang et al., 2021)
INCEPTION (Szegedy et al., 2015)
INCEPTION (Szegedy et al., 2015)
DENSENET121 (Huang et al., 2017)

[P N NR- N SECNYCN

(Geifman & El-Yaniv, 2019) optimization method to opti-
mize Equation (2) since selectors need a rejection mech-
anism to route samples through residuals. Appendix A.4
details the optimization procedure in Equation (3). We refer
to the interpretable experts of all the iterations as a “Mix-
ture of Interpretable Experts” (MolE) cumulatively after
training. Furthermore, we utilize E-LEN, i.e., a Logic Ex-
plainable Network (Ciravegna et al., 2023) implemented
with an Entropy Layer as first layer (Barbiero et al., 2022)
as the interpretable symbolic model g to construct First
Order Logic (FOL) explanations of a given prediction.

2.1.3. THE RESIDUALS

The last step is to repeat with the residual rk as
r*(xj,¢i) = f* 1 (xj)—g"(c;). We train f* = h*(D(.))
to approximate the residual 7*, creating a new Blackbox
f* for the next iteration (k 4 1). This step is necessary to
specialize f* over samples not covered by g¥. Optimizing
the following loss function yields f* for the k" iteration:

k
Lh(xj,cj) = t(r*(zj,¢5), fF(z;)) H (1—7'(cy))

i=1

trainable component

) r non-trainable component
for iteration k

for iteration k&
4)

Notice that we fix the embedding ®(.) for all the iterations.
Due to computational overhead, we only finetune the last
few layers of the Blackbox (h*) to train f*. At the final
iteration K, our method produces a MolE and a Residual,
explaining the interpretable and uninterpretable components
of the initial Blackbox f°, respectively. Appendix A.5 de-
scribes the training procedure of our model, the extraction
of FOL, and the architecture of our model at inference.

Selecting number of iterations K: We follow two prin-
ciples to select the number of iterations K as a stopping
criterion: 1) Each expert should have enough data to be
trained reliably ( coverage ¢*). If an expert covers insuffi-
cient samples, we stop the process. 2) If the final residual
(r®) underperforms a threshold, it is not reliable to distill
from the Blackbox. We stop the procedure to ensure that
overall accuracy is maintained.
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Figure 2. MolE identifies diverse concepts for specific subsets of a class, unlike the generic ones by the baselines. (i) We construct
the FOL explanations of the samples of, “Bay breasted warbler” in the CUB-200 dataset for VIT-based (a) CBM + E-LEN as an
interpretable-by-design baseline, (b) PCBM + E-LEN as a posthoc baseline, (¢) experts in MolE at inference. We highlight the unique
concepts for experts 1,2, and 3 in red, blue, and magenta, respectively. (ii) Comparison of FOL explanations by MolE with the PCBM +
E-LEN baselines for HAM 10000 (top) and ISIC (down) to classify Malignant lesion. We highlight unique concepts for experts 3, 5, and
6 in red, blue, and violet, respectively. For brevity, we combine the local FOLs for each expert for the samples covered by them, shown in

the figure.

3. Related work

Post hoc explanations: Post hoc explanations retain the
flexibility and performance of the Blackbox. The post hoc
explanation has many categories, including feature attribu-
tion (Simonyan et al., 2013; Smilkov et al., 2017; Binder
et al., 2016) and counterfactual approaches (Singla et al.,
2019; Abid et al., 2021). For example, feature attribution
methods associate a measure of importance to features (e.g.,
pixels) that is proportional to the feature’s contribution to
BlackBox’s predicted output. Many methods were proposed
to estimate the importance measure, including gradient-
based methods (Selvaraju et al., 2017; Sundararajan et al.,
2017), game-theoretic approach (Lundberg & Lee, 2017).
The post hoc approaches suffer from a lack of fidelity to
input (Adebayo et al., 2018) and ambiguity in explanation
due to a lack of correspondence to human-understandable
concepts. Recently, Posthoc Concept Bottleneck models
(PCBMs) (Yuksekgonul et al., 2022) learn the concepts
from a trained Blackbox embedding and use an interpretable
classifier for classification. Also, they fit a residual in their
hybrid variant (PCBM-h) to mimic the performance of the
Blackbox. We will compare against the performance of the
PCBMs method. Another major shortcoming is that, due to
a lack of mechanistic explanation, post hoc explanations do
not provide a recourse when an undesirable property of a
Blackbox is identified. Interpretable-by-design provides a
remedy to those issues (Rudin, 2019).

Concept-based interpretable models: Our approach falls
into the category of concept-based interpretable models.

Such methods provide a mechanistically interpretable pre-
diction that is a function of human-understandable con-
cepts. The concepts are usually extracted from the acti-
vation of the middle layers of the Neural Network (bot-
tleneck). Examples include Concept Bottleneck models
(CBMs) (Koh et al., 2020), antehoc concept decoder (Sarkar
et al., 2022), and a high-dimensional Concept Embedding
model (CEMs) (Zarlenga et al., 2022) that uses high di-
mensional concept embeddings to allow extra supervised
learning capacity and achieves SOTA performance in the
interpretable-by-design class. Most concept-based inter-
pretable models do not model the interaction between con-
cepts and cannot be used for reasoning. An exception is
E-LEN (Barbiero et al., 2022) which uses an entropy-based
approach to derive explanations in terms of FOL using the
concepts. The underlying assumption of those methods is
that one interpretable function can explain the entire set
of data, which can limit flexibility and consequently hurt
the performance of the models. Our approach relaxes that
assumption by allowing multiple interpretable functions and
a residual. Each function is appropriate for a portion of the
data, and a small portion of the data is allowed to be unin-
terpretable by the model (i.e., residual). We will compare
our method with CBMs, CEMs, and their E-LEN-enhanced
variants.

Application in fixing the shortcut learning: Shortcuts are
spurious features that correlate with both input and the label
on the training dataset but fail to generalize in more chal-
lenging real-world scenarios. Explainable AI (X-AI) aims
to identify and fix such an undesirable property. Related



Dividing and Conquering a BlackBox to a Mixture of Interpretable Models: Route, Interpret, Repeat

work in X-Al includes LIME (Ribeiro et al., 2016), utilized
to detect spurious background as a shortcut to classify an
animal. Recently interpretable model (Rosenzweig et al.,
2021), involving local image patches, are used as a proxy to
the Blackbox to identify shortcuts. However, both methods
operate in pixel space, not concept space. Also, both ap-
proaches are post hoc and do not provide a way to eliminate
the shortcut learning problem. Our MolE discovers short-
cuts using the high-level concepts in the FOL explanation of
the Blackbox’s prediction and eliminates them via metadata
normalization (MDN) (Lu et al., 2021).

4. Experiments

We perform experiments on a variety of vision and medical
imaging datasets to show that 1) MolE captures a diverse set
of concepts, 2) the performance of the residuals degrades
over successive iterations as they cover “harder” instances,
3) MolE does not compromise the performance of the Black-
box, 4) MolE achieves superior performances during test
time interventions, and 5) MolE can fix the shortcuts using
the Waterbirds dataset (Sagawa et al., 2019). We repeat
our method until MolE covers at least 90% of samples or
the final residual’s accuracy falls below 70%. Furthermore,
we only include concepts as input to g if their validation
accuracy or auroc exceeds a certain threshold (in all of our
experiments, we fix 0.7 or 70% as the threshold of valida-
tion auroc or accuracy). Refer to Table 1 for the datasets
and Blackboxes experimented with. For convolution based
Blackboxes (ResNets, Densenet121 and Inception), we flat-
ten the feature maps from the last convolutional block to ex-
tract the concepts. For VITs, we use the image embeddings
from the transformer encoder to perform the same. We use
SIIM-ISIC as a real-world transfer learning setting, with the
Blackbox trained on HAM 10000 and evaluated on a subset
of the SIIM-ISIC Melanoma Classification dataset (Yuksek-
gonul et al., 2022). Appendix A.6 and Appendix A.8 expand
on the datasets and hyperparameters.

Baselines: We compare our methods to two concept-based
baselines — 1) interpretable-by-design and 2) posthoc. They
consist of two parts: a) a concept predictor  : X — C,
predicting concepts from images; and b) a label predictor
g : C — Y, predicting labels from the concepts. The end-
to-end CEMs and sequential CBMs serve as interpretable-
by-design baselines. Similarly, PCBM and PCBM-h serve
as post hoc baselines. Convolution-based ® includes all
layers till the last convolution block. VIT-based ¢ con-
sists of the transformer encoder block. The standard CBM
and PCBM models do not show how the concepts are com-
posed to make the label prediction. So, we create CBM +
E-LEN, PCBM + E-LEN and PCBM-h + E-LEN by using
the identical g of MOIE (shown in Appendix A.8), as a
replacement for the standard classifiers of CBM and PCBM.

We train the ® and g in these new baselines to sequentially
generate FOLs (Barbiero et al., 2022). Due to the unavail-
ability of concept annotations, we extract the concepts from
the Derm7pt dataset (Kawahara et al., 2018) using the pre-
trained embeddings of the Blackbox (Yuksekgonul et al.,
2022) for HAM10000. Thus, we do not have interpretable-
by-design baselines for HAM 10000 and ISIC.

4.1. Results
4.1.1. EXPERT DRIVEN EXPLANATIONS BY MOIE

First, we show that MolE captures a rich set of diverse
instance-specific concepts qualitatively. Next, we show
quantitatively that MolE-identified concepts are faithful to
Blackbox’s final prediction using the metric “completeness
score” and zeroing out relevant concepts.

Heterogenity of Explanations: At each iteration of MolE,
the blackbox (h*(®(.)) splits into an interpretable ex-
pert (¢*) and a residual (r*). Figure 2i shows this mech-
anism for VIT-based MolE and compares the FOLs with
CBM + E-LEN and PCBM + E-LEN baselines to classify
“Bay Breasted Warbler” of CUB-200. The experts of dif-
ferent iterations specialize in specific instances of “Bay
Breasted Warbler”. Thus, each expert’s FOL comprises
its instance-specific concepts of the same class. For ex-
ample, the concept, leg_color_grey is unique to expert4,
but belly_pattern_solid and back_pattern_multicolored are
unique to experts 1 and 2, respectively, to classify the in-
stances of “Bay Breasted Warbler” in the Figure 2(i)-c.
Unlike MolE, the baselines employ a single interpretable
model g, resulting in a generic FOL with identical concepts
for all the samples of “Bay Breasted Warbler” (Figure 2i(a-
b)). Thus the baselines fail to capture the heterogeneity
of explanations. Due to space constraint, we combine the
local FOLs of different samples. For additional results of
CUB-200, refer to Appendix A.10.6.

Figure 2ii shows such diverse local instance-specific expla-
nations for HAM10000 (top) and ISIC (bottom). In Fig-
ure 2ii-(top), the baseline-FOL consists of concepts such
as AtypicalPigmentNetwork and BlueWhitishVeil (BWV) to
classify “Malignancy” for all the instances for HAM10000.
However, expert 3 relies on RegressionStructures along with
BWYV to classify the same for the samples it covers while ex-
pert 5 utilizes several other concepts e.g., IrregularStreaks,
Irregular dots and globules (IrregularDG) etc. Due to space
constraints, Appendix A.10.7 reports similar results for the
Awa?2 dataset. Also, VIT-based experts compose less con-
cepts per sample than the ResNet-based experts, shown
in Appendix A.10.8.

MolE-identified concepts attain higher completeness
scores. Figure 5(a-b) shows the completeness scores (Yeh
et al., 2019) for varying number of concepts. Complete-
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Figure 3. The performance of experts and residuals across iterations. (a-c) Coverage and proportional accuracy of the experts and residuals.
(d-f) We route the samples covered by the residuals across iterations to the initial Blackbox f° and compare the accuracy of £ (red bar)
with the residual (blue bar). Figures d-f show the progressive decline in performance of the residuals across iterations as they cover the
samples in the increasing order of “hardness”. We observe the similar abysmal performance of the initial blackbox f° for these samples.
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Figure 4. Across architectures test time interventions of concepts on all the samples (a-d), on the “hard” samples (e), covered by only the

last two experts of MolE.

ness score is a post hoc measure, signifying the identified
concepts as “sufficient statistic” of the predictive capabil-
ity of the Blackbox. Recall that g utilizes E-LEN (Barbi-
ero et al., 2022), associating each concept with an atten-
tion weight after training. A concept with high attention
weight implies its high predictive significance. Iteratively,
we select the top relevant concepts based on their attention
weights and compute the completeness scores for the top
concepts for MolE and the PCBM + E-LEN baseline in Fig-
ure 5(a-b) ( Appendix A.7 for details). For example, MolE
achieves a completeness score of 0.9 compared to 0.75 of
the baseline(~ 20% 1) for the 10 most significant concepts
for the CUB-200 dataset with VIT as Blackbox.

MOolE identifies more meaningful instance-specific con-
cepts. Figure 5(c-d) reports the drop in accuracy by zero-

ing out the significant concepts. Any interpretable model
(g) supports concept-intervention (Koh et al., 2020). Af-
ter identifying the top concepts from g using the attention
weights, as in the last section, we set these concepts’ values
to zero, compute the model’s accuracy drop, and plot in Fig-
ure 5(c-d). When zeroing out the top 10 essential concepts
for VIT-based CUB-200 models, MoIE records a drop of
53% compared to 28% and 42% for the CBM + E-LEN
and PCBM + E-LEN baselines, respectively, showing the
faithfulness of the identified concepts to the prediction.

In both of the last experiments, MoIE outperforms the base-
lines as the baselines mark the same concepts as significant
for all samples of each class. However, MolE leverages
various experts specializing in different subsets of samples
of different classes. For results of MIMIC-CXR and Awa2,
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Table 2. MolE does not hurt the performance of the original Blackbox using a held-out test set. We provide the mean and standard errors
of AUROC and accuracy for medical imaging (e.g., HAM10000, ISIC, and Effusion) and vision (e.g., CUB-200 and Awa2) datasets,
respectively, over 5 random seeds. For MolE, we also report the percentage of test set samples covered by all experts as “coverage”.
Here, MoIE + Residual represents the experts with the final residual. Following the setting (Zarlenga et al., 2022), we only report the
performance of the convolutional CEM, leaving the construction of VIT-based CEM as a future work. Recall that interpretable-by-design
models can not be constructed for HAM 10000 and ISIC as they have no concept annotation; we learn the concepts from the Derm7pt
dataset. For all the datasets, MolE covers a significant portion of data (at least 90%) cumulatively. We boldface our results.

MODEL

DATASET

CUB-200 CUB-200 (VIT) AWA2 AWA2 (VIT) HAM10000 SIIM-ISIC EFFUSION
(RESNET101) (RESNET101)
BLACKBOX 0.88 0.92 0.89 0.99 0.96 0.85 0.91
INTERPRETABLE-BY-DESIGN
CEM (Zarlenga et al., 2022) 0.77 £ 0.22 - 0.88 £ 0.50 - NA NA 0.76 £ 0.00
CBM (Sequential) (Koh et al., 2020) 0.65 4 0.37 0.86 + 0.24 0.88 £ 0.35 0.94 4 0.28 NA NA 0.79 =4 0.00
CBM + E-LEN (Koh et al., 2020; Barbiero et al., 2022) 0.71 £ 0.35 0.88 £ 0.24 0.86 £ 0.35 0.93 £0.25 NA NA 0.79 £ 0.00
POSTHOC
PCBM (Yuksekgonul et al., 2022) 0.76 £ 0.01 0.85 £ 0.20 0.82 £ 0.23 0.94 £ 0.17 0.93 £ 0.00 0.71 £ 0.01 0.81 £ 0.01
PCBM-h (Yuksekgonul et al., 2022) 0.85 £ 0.01 091 £0.18 0.87 £ 0.20 0.98 £ 0.17 0.95 £ 0.00 0.79 £ 0.05 0.87 £ 0.07
PCBM + E-LEN (Yuksekgonul et al., 2022; Barbiero et al., 2022) 0.80 £ 0.36 0.89 + 0.26 0.85 £ 0.25 0.96 + 0.18 0.94 £ 0.02 0.73 £+ 0.01 0.81 £ 0.01
PCBM-h + E-LEN (Yuksekgonul et al., 2022; Barbiero et al., 0.85 £ 0.30 091 £0.28 0.88 £ 0.24 0.98 £ 0.20 0.95 £ 0.03 0.82 £ 0.05 0.87 £ 0.03
2022)
OURS
MolE (COVERAGE) 0.86 = 0.01 (0.9) 0.91 = 0.00 (0.95) 0.87 £ 0.02 (0.91) 0.97 = 0.00 (0.94) 0.95 = 0.00 (0.9) 0.84 = 0.00 (0.94) 0.87 £ 0.00 (0.98)
MOolE + RESIDUAL 0.84 £ 0.01 0.90 £ 0.01 0.86 £ 0.020 0.94 £ 0.004 0.92 £ 0.00 0.82 =+ 0.01 0.86 £ 0.00

refer to Appendix A.10.2 and Appendix A.10.4 respectively.

4.1.2. IDENTIFICATION OF HARDER SAMPLES BY
SUCCESSIVE RESIDUALS

Figure 3 (a-c) display the proportional accuracy of the ex-
perts and the residuals of our method per iteration. The
proportional accuracy of each model (experts and/or residu-
als) is defined as the accuracy of that model times its cov-
erage. Recall that the model’s coverage is the empirical
mean of the samples selected by the selector. Figure 3a
show that the experts and residual cumulatively achieve an
accuracy ~ 0.92 for the CUB-200 dataset in iteration 1, with
more contribution from the residual (black bar) than the ex-
pertl (blue bar). Later iterations cumulatively increase and
worsen the performance of the experts and corresponding
residuals, respectively. The final iteration carves out the
entire interpretable portion from the Blackbox £ via all the
experts, resulting in their more significant contribution to
the cumulative performance. The residual of the last itera-
tion covers the “hardest” samples, achieving low accuracy.
Tracing these samples back to the original Blackbox fY,
it also classifies these samples poorly (Figure 3(d-f)). As
shown in the coverage plot, this experiment reinforces Fig-
ure 1, where the flow through the experts gradually becomes
thicker compared to the narrower flow of the residual with
every iteration. Refer to Figure 12 in the Appendix A.10.3
for the results of the ResNet-based MolEs.

4.1.3. QUANTITATIVE ANALYSIS OF MOIE WITH THE
BLACKBOX AND BASELINE

Comparing with the interpretable-by-design base-
lines: Table 2 shows that MolE achieves comparable per-
formance to the Blackbox. Recall that “MolE” refers to the

mixture of all interpretable experts (g) only excluding any
residuals. MolE outperforms the interpretable-by-design
baselines for all the datasets except Awa2. Since Awa2 is
designed for zero-shot learning, its rich concept annotation
makes it appropriate for interpretable-by-design models.
In general, VIT-derived MolEs perform better than their
ResNet-based variants.

Comparing with the PCBMs: Table 2 shows that inter-
pretable MolE outperforms the interpretable posthoc base-
lines — PCBM and PCBM + E-LEN for all the datasets,
especially by a significant margin for CUB-200 and ISIC.
We also report “MolE + Residual” as the mixture of in-
terpretable experts plus the final residual to compare with
the residualized PCBM, i.e., PCBM-h. Table 2 shows that
PCBM-h performs slightly better than MolIE + Residual.
Note that PCBM-h learns the residual by fitting the com-
plete dataset to fix the interpretable PCBM’s mistakes to
replicate the performance of the Blackbox, resulting in bet-
ter performance for PCBM-h than PCBM. However, we
assume the Blackbox to be a combination of interpretable
and uninterpretable components. So, we train the experts
and the final residual to cover the interpretable and uninter-
pretable portions of the Blackbox respectively. In each iter-
ation, our method learns the residuals to focus on the sam-
ples, which are not covered by the respective interpretable
experts. Therefore, residuals are not designed to fix the mis-
takes made by the experts. In doing so, the final residual in
MOolIE + Residual covers the “hardest” examples, lowering
its overall performance compared to MolE.

4.1.4. TEST TIME INTERVENTIONS

Figure 4(a-d) shows effect of test time interventions. Any
concept-based models (Koh et al., 2020; Zarlenga et al.,
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Figure 5. Quantitative validation of the extracted concepts. (a-
b) Completeness scores of the models for a varying number of
top concepts. (c-d) Drop in accuracy compared to the original
model after zeroing out the top significant concepts iteratively. The
highest drop for MolE indicates that MolE selects more instance-
specific concepts than generic ones by the baselines.

2022) allow test time interventions for datasets with concept
annotation (e.g., CUB-200, Awa2). We identify the signifi-
cant concepts via their attention scores in g, as during the
computation of completeness scores, and set their values
with the ground truths, considering the ground truth con-
cepts as an oracle. As MolE identifies a more diverse set of
concepts by focusing on different subsets of classes, MoIE
outperforms the baselines in terms of accuracy for such test
time interventions. Instead of manually deciding the sam-
ples to intervene, it is generally preferred to intervene on the
“harder” samples, making the process efficient. As per Sec-
tion 4.1.2, experts of different iterations cover samples with
increasing order of “hardness”. To intervene efficiently,
we perform identical test-time interventions with varying
numbers of concepts for the “harder” samples covered by
the final two experts and plot the accuracy in Figure 4(e).
For the VIT-derived MolE of CUB-200, intervening only
on 20 concepts enhances the accuracy of MolE from 91%
to 96% (~ 6.1% 1). We cannot perform the same for the
baselines as they cannot directly estimate “harder” samples.
Also, Figure 4 shows a relatively higher gain for ResNet-
based models in general. Appendix A.10.5 demonstrates an
example of test time intervention of concepts for relatively
“harder” samples, identified by the last two experts of MoIE.

4.1.5. APPLICATION IN THE REMOVAL OF SHORTCUTS
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Figure 6. MoIE fixes shortcuts. (a) Performance of the biased
Blackbox. (b) Performance of final MolE extracted from the robust
Blackbox after removing the shortcuts using MDN. (¢) Examples
of samples (top-row) and their explanations by the biased (middle-
row) and robust Blackboxes (bottom-row). (d) Comparison of
accuracies of the spurious concepts extracted from the biased vs.
the robust Blackbox.

First, we create the Waterbirds dataset as in (Sagawa et al.,
2019)by using forest and bamboo as the spurious land con-
cepts of the Places dataset for landbirds of the CUB-200
dataset. We do the same by using oceans and lakes as the
spurious water concepts for waterbirds. We utilize ResNet50
as the Blackbox f° to identify each bird as a Waterbird or
a Landbird. The Blackbox quickly latches on the spurious
backgrounds to classify the birds. As a result, the black
box’s accuracy differs for land-based versus aquatic subsets
of the bird species, as shown in Figure 6a. The Waterbird
on the water is more accurate than on land (96% vs. 67%
in the red bar in the Figure 6a). The FOL from the biased
Blackbox-derived MolE captures the spurious concept for-
est for a waterbird, misclassified as a landbird. Assuming
the background concepts as metadata, we remove the back-
ground bias from the representation of the Blackbox using
Metadata normalization (MDN) layers (Lu et al., 2021) be-
tween two successive layers of the convolutional backbone
to fine-tune the biased Blackbox to make it more robust.
Next, we train ¢, using the embedding & of the robust Black-
box, and compare the accuracy of the spurious concepts
with the biased blackbox in Figure 6d. The validation accu-
racy of all the spurious concepts retrieved from the robust
Blackbox falls well short of the predefined threshold 70%
compared to the biased Blackbox. Finally, we re-train the
MOolE distilling from the new robust Blackbox. Figure 6b
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illustrates similar accuracies of MolE for Waterbirds on wa-
ter vs. Waterbirds on land (89% - 91%). The FOL from the
robust Blackbox does not include any background concepts
( 6¢, bottom row). Refer to 8 in Appendix A.9 for the flow
diagram of this experiment.

5. Discussion & Conclusions

This paper proposes a novel method to iteratively extract
a mixture of interpretable models from a flexible Black-
box. The comprehensive experiments on various datasets
demonstrate that our method 1) captures more meaningful
instance-specific concepts with high completeness score
than baselines without losing the performance of the Black-
box, 2) does not require explicit concept annotation, 3) iden-
tifies the “harder” samples using the residuals, 4) achieves
significant performance gain than the baselines during test
time interventions, 5) eliminate shortcuts effectively. In the
future, we aim to apply our method to other modalities, such
as text or video. Also, as in the prior work, MolE-captured
concepts may not reflect a causal effect. The assessment of
causal concept effects necessitates estimating inter-concept
interactions, which will be the subject of future research.
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A. Appendix
A.1. Project page

Refer to the url https://shantanu48114860.github.io/projects/ICML-2023-MoIE/ for the details of
this project.

A.2. Background of First-order logic (FOL) and Neuro-symbolic-Al

FOL is a logical function that accepts predicates (concept presence/absent) as input and returns a True/False output being a
logical expression of the predicates. The logical expression, which is a set of AND, OR, Negative, and parenthesis, can be
written in the so-called Disjunctive Normal Form (DNF) (Mendelson, 2009). DNF is a FOL logical formula composed of a
disjunction (OR) of conjunctions (AND), known as the “sum of products”.

Neuro-symbolic Al is an area of study that encompasses deep neural networks with symbolic approaches to computing
and Al to complement the strengths and weaknesses of each, resulting in a robust Al capable of reasoning and cognitive
modeling (Belle, 2020). Neuro-symbolic systems are hybrid models that leverage the robustness of connectionist methods
and the soundness of symbolic reasoning to effectively integrate learning and reasoning (Garcez et al., 2015; Besold et al.,
2017).

A.3. Learning the concepts

As discussed in Section 2, fO : X — Visa pre-trained Blackbox. Also, fO(.) =ho O(.). Here, @ : X — R is the image
embeddings, transforming the input images to an intermediate representation and h° : R* — Y is the classifier, classifying
the output ) using the embeddings, ®. Our approach is applicable for both datasets with and without human-interpretable
concept annotations. For datasets with the concept annotation C € R¥¢ (V.. being the number of concepts per image X), we
learn ¢ : R' — C to classify the concepts using the embeddings. Per this definition, ¢ outputs a scalar value c representing
a single concept for each input image. We adopt the concept learning strategy in PosthocCBM (PCBM) (Yuksekgonul
et al., 2022) for datasets without concept annotation. Specifically, we leverage a set of image embeddings with the concept

being present and absent. Next, we learn a linear SVM (%) to construct the concept activation matrix (Kim et al., 2017) as

<®(x),q">
g:l13

tuple of j*"* sample is {z;,y;,¢;}, denoting the image, label, and learned concept vector, respectively.

Q € RY=x! Finally we estimate the concept value as ¢ = € R utilizing each row g* of Q. Thus, the complete

A.4. Optimization

In this section, we will discuss the loss function used in distilling the knowledge from the blackbox to the symbolic model.
We remove the superscript k for brevity. We adopted the optimization proposed in (Geifman & El-Yaniv, 2019).Specifically,
we convert the constrained optimization problem in Equation (2) as

L :R(Wag)+)\s\ll(7_<(7r)) (5)
U (a) = max(0, a)?,

where 7 is the target coverage and ) is a hyperparameter (Lagrange multiplier). We define R(.) and £, - (.) in Equation (1)
and Equation (3) respectively. ¢ in Equation (3) is defined as follows:

f(f, g) = gdistill(.f; g) + >\lens ZH(ﬁl)a (6)
=1

where ;e and H(3?) are the hyperparameters and entropy regularize, introduced in (Barbiero et al., 2022) with r being
the total number of class labels. Specifically, 37 is the categorical distribution of the weights corresponding to each concept.
To select only a few relevant concepts for each target class, higher values of ;s will lead to a sparser configuration of 3. ¢
is the knowledge distillation loss (Hinton et al., 2015), defined as
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K(f, g) :(aKD * TKD * TKD)KL(LogSoftmax(g(.)/TKD), Softmax(f()/TKD))—l— (7)
(1 —axp)CE(g(.),y),

where T p is the temperature, CE is the Cross-Entropy loss, and ok p is relative weighting controlling the supervision
from the blackbox f and the class label .

As discussed in (Geifman & El-Yaniv, 2019), we also define an auxiliary interpretable model using the same prediction task
assigned to g using the following loss function

1 m r ‘
ﬁaum == E j; gdistill(f($j)7 g(cj)) + /\lens ; H(ﬁl)a (8)

which is agnostic of any coverage. L., is necessary for optimization as the symbolic model will focus on the target
coverage T before learning any relevant features, overfitting to the wrong subset of the training set. The final loss function to
optimize by g in each iteration is as follows:

L=al;+(1-a)lays, )

where « is the can be tuned as a hyperparameter. Following (Geifman & El-Yaniv, 2019), we also use o = 0.5 in all of our
experiments.

A.5. Algorithm

Algorithm 1 explains the overall training procedure of our method. Figure 7 displays the architecture of our model in
iteration k.

A.6. Dataset

CUB-200 The Caltech-UCSD Birds-200-2011 ((Wah et al., 2011)) is a fine-grained classification dataset comprising 11788
images and 312 noisy visual concepts. The aim is to classify the correct bird species from 200 possible classes. We adopted
the strategy discussed in (Barbiero et al., 2022) to extract 108 denoised visual concepts. Also, we utilize training/validation
splits shared in (Barbiero et al., 2022). Finally, we use the state-of-the-art classification models Resnet-101 ((He et al.,
2016)) and Vision-Transformer (VIT) ((Wang et al., 2021)) as the blackboxes f°.

Animals with attributes2 (Awa2) AwA2 dataset (Xian et al., 2018) consists of 37322 images of total 50 animals
classes with 85 numeric attribute. We use the state-of-the-art classification models Resnet-101 ((He et al., 2016)) and
Vision-Transformer (VIT) ((Wang et al., 2021)) as the blackboxes f°.

HAM10000 HAMI10000 ((Tschandl et al., 2018)) is a classification dataset aiming to classify a skin lesion benign or
malignant. Following (Daneshjou et al., 2021), we use Inception (Szegedy et al., 2015) model, trained on this dataset as the
blackbox f°. We follow the strategy in (Lucieri et al., 2020) to extract the 8 concepts from the Derm7pt ((Kawahara et al.,
2018)) dataset.

SIIM-ISIC To test a real-world transfer learning use case, we evaluate the model trained on HAM10000 on a subset
of the SIIM-ISIC(Rotemberg et al., 2021)) Melanoma Classification dataset. We use the same concepts described in the
HAM10000 dataset.

MIMIC-CXR We use 220,763 frontal images from the MIMIC-CXR dataset (Johnson et al.) aiming to classify effusion.
We obtain the anatomical and observation concepts from the RadGraph annotations in RadGraph’s inference dataset ((Jain
et al., 2021)), automatically generated by DY GIE++ ((Wadden et al., 2019)). We use the test-train-validation splits from (Yu
et al., 2022) and Densenet121 (Huang et al., 2017) as the blackbox fO.
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Figure 7. Architecture of MolE. In an iteration k during inference, the selector routes the samples to go through the interpretable expert g*
if the probability 7% > 0.5. If 7% < 0.5, the selector routes the samples, through f*, the Blackbox for iteration k4 1. Note f* = h* (@(.)
is an approximation of the residual r* = f*=1 — g%

A.7. Estimation of completeness score

Let fO(z) = h%(®(x) is the initial Blackbox as per Section 2. The Concept completeness paper (Yeh et al., 2019) assumes
®(x) € R! (s.t, | = T.d) to be a concatanation of [¢(x1), d(x2), ..., p(x7)] s.t., ¢(x) € RY. Recall we utilize ¢ to
learn the concepts C with NN, being the total number of concepts per image. So the parameters of ¢, represented by
Wi, Ws, ... Wy, 8.t., w; € R? represent linear direction in the embedding space ¢(.) € R?. Next, we compute the concept
product ve(x:) (< (1), wj >)§V:“1, denoting the similarity between the image embedding and linear direction of j*"

. . . T
concept. Finally, we normalize v.(.) to obtain the concept score as v, () = (%) iep € RT-Ne,

Next for a Blackbox fO(z) = h°(®(x), set of concepts c1, ca, . .. cy, and their linear direction wi,ws, . ..wy, in the
embedding space and, we compute the completeness score as:

supp Py y~v [y = arg max,, hg, (T(ve(x)))] — ar

Poyor [y = argmax,, 0 (@) —a,

nyo = ; (10)

where V is the validation set and I" : RT"™ — R’, projection from the concept score to the embedding space®. For CUB-200
and Awa2 we estimate Py, v [y = arg max,, hg, (T'(ve(x)))] as the best accuracy using the given concepts and a,. is the
random accuracy. For HAM 10000, we estimate the same as the best AUROC. Completeness score indicates the consistency
between the prediction based just on concepts and the given Blackbox f°. If the identified concepts are sufficiently rich,
label prediction will be similar to the Blackbox, resulting in higher completeness scores for the concept set. In all our

experiments, I is a two-layer feedforward neural network with 1000 neurons.

To plot the completeness score in Figure Sa-c, we select the topN concepts iteratively representing the N < N, concepts most
significant to the prediction of the interpretable model g. Recall we follow Entropy based linear neural network (Barbiero
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Algorithm 1 Route, interpret and repeat algorithm to generate FOL explanations locally.

1: Input: Complete tuple: {x;, y;, ¢;}_,; initial blackbox f = h%(®(.)); K as the total iterations; Coverages 71, . . . , Tk
2: Output: Sparse mixture of experts and their selectors {g*, 7*}X_, and the final residual f% = h%(®(.))
3: Fix ®.
4: fork=1... K do
Fix 7!... 7k=1
Minimize £* using equation 9 to learn 7" and g*.
Calculate r* = fF=1(.) — g*())
Minimize equation 4 to learn f*(.), the new blackbox for the next iteration k + 1.
end for
10: fork=1... K do
11:  for sample j in test-set do

R A

12: repeat

13: Initialize sub_select_concept = True

14: Initialize the percentile_threshold =99.

15: Retrieve the predicted class label of sample j from the expert £ as: ; = gk(cj)

16: Create a mask vector m;. m;[i] = 1 if &[g;][7] > percentile(&[y;], percentile_threshold) and 0

otherwise. Specifically, the i*" entry in m; is one if the it" value of the attention score &[y;] is greater than
(percentile_attention)® percentile.

17: Subselect the concept vector as ¢; as: ¢; = ¢; © m;;

18: if g*(¢;) # 9, then

19: percentile threshold=percentile threshold-1

20: sub_select_concept = false

21: end if

22: until sub_select_concept is True

23: Using the subselected concept vector ¢;, construct the FOL expression of the j th sample as suggested by (Barbiero
et al., 2022).

24:  end for

25: end for

et al., 2022) as g. So each concept has an associated attention score, o in g (Barbiero et al., 2022), denoting the importance
of the concept for the prediction. We select the topN concepts based on the N concepts with highest attention weights.
We get the linear direction of these topN concepts from the parameters of the learned ¢ and project it to the embedding
space ® using I'. If I reconstructs the discriminative features from the concepts successfully, the concepts achieves high
completeness scores, showing faithfulness with the Blackbox. Recall Figure 5a-c demonstrate that MolE outperforms the
baselines in terms of the completeness scores. This suggests that MolE identifies rich instance-specific concepts than the
baselines, being consistent with the Blackbox.

A.8. Architectural details of symbolic experts and hyperparameters

Table 3 demonstrates different settings to train the Blackbox of CUB-200, Awa2 and MIMIC-CXR respectively. For the
VIT-based backbone, we used the same hyperparameter setting used in the state-of-the-art Vit-B_16 variant in (Wang et al.,
2021). To train ¢, we flatten the feature maps from the last convolutional block of ® using “Adaptive average pooling” for
CUB-200 and Awa?2 datasets.For MIMIC-CXR and HAM 10000, we flatten out the feature maps from the last convolutional
block. For VIT-based backbones, we take the first block of representation from the encoder of VIT. For HAM 10000, we
use the same Blackbox in (Yuksekgonul et al., 2022). Table 4, Table 5, Table 6, Table 7 enumerate all the different settings
to train the interpretable experts for CUB-200, Awa2, HAM, and MIMIC-CXR respectively. All the residuals in different
iterations follow the same settings as their blackbox counterparts.
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Table 3. Hyperparameter setting of different convolution-based Blackboxes used by CUB-200, Awa2 and MIMIC-CXR

Setting CUB-200 Awa2 MIMIC-CXR
Backbone ResNet-101 ResNet-101 DenseNet-121
Pretrained on ImageNet True True True
Image size 448 224 512
Learning rate 0.001 0.001 0.01
Optimization SGD Adam SGD
Weight-decay 0.00001 0 0.0001
Epcohs 95 90 50
Layers used as ® till 4'" ResNet  till 4'" ResNet  till 4/ DenseNet
Block Block Block
Flattening type for the input to ¢ Adaptive average Adaptive average Flatten
pooling pooling

Table 7. Hyperparameter setting of interpretable experts (g) for the dataset MIMIC-CXR

Settings based on dataset ‘ Expertl ‘ Expert2 ‘ Expert3
Effusion-MIMIC-CXR (DenseNet-121)

+ Batch size 1028 1028 1028
+ Coverage (1) 0.6 0.2 0.15
+ Learning rate 0.01 0.01 0.01
+ Nens 0.0001 | 0.0001 | 0.0001
+agp 0.99 0.99 0.99
+Tkp 20 20 20
+hidden neurons 20, 20 20, 20 20, 20
+As 96 128 256
+Tiens 7.6 7.6 7.6

A.9. Flow diagram to eliminate shotcut

Figure 8 shows the flow digram to eliminate shortcut.

A.10. More Results

A.10.1. COMPARISON WITH OTHER INTERPRETABLE BY DESIGN BASELINES

Table 8. Comparing the performance of MolE with additional interpretable by design baselines.
MODEL DATASET

CUB-200 (RESNET101)  AWAZ2 (RESNET101)  EFFUSION

BLACKBOX 0.88 0.89 0.91
ANTEHOC W SUP (Sarkar et al., 2022) 0.71 0.85 0.75
ANTEHOC W/O SUP (Sarkar et al., 2022) 0.64 0.81 0.70
HARD W AR (Havasi et al., 2022) 0.81 0.84 0.73
HARD W/O AR (Havasi et al., 2022) 0.78 0.81 0.71
OURS

MolE (COVERAGE) 0.86 0.87 0.87
MolE + RESIDUAL 0.84 0.86 0.86

Table 8 compares our method with several other interpretable by design baselines.

16



Dividing and Conquering a BlackBox to a Mixture of Interpretable Models: Route, Interpret, Repeat

Table 4. Hyperparameter setting of interpretable experts (g) trained on ResNet-101 (top) and VIT (bottom) blackboxes for the CUB-200
dataset

Settings based on dataset ‘ Expertl ‘ Expert2 ‘ Expert3 ‘ Expert4 ‘ Expert5 ‘ Expert6

CUB-200 (ResNet-101)
+ Batch size 16 16 16 16 16 16
+ Coverage (1) 0.2 0.2 0.2 0.2 0.2 0.2
+ Learning rate 0.01 0.01 0.01 0.01 0.01 0.01
+ Aens 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001
+agp 0.9 0.9 0.9 0.9 0.9 0.9
+TkD 10 10 10 10 10 10
+hidden neurons 10 10 10 10 10 10
+As 32 32 32 32 32 32
+ Tiens 0.7 0.7 0.7 0.7 0.7 0.7
CUB-200 (VIT)

+ Batch size 16 16 16 16 16 16
+ Coverage (1) 0.2 0.2 0.2 0.2 0.2 0.2
+ Learning rate 0.01 0.01 0.01 0.01 0.01 0.01
+ Aens 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001
+agp 0.99 0.99 0.99 0.99 0.99 0.99
+Tkp 10 10 10 10 10 10
+hidden neurons 10 10 10 10 10 10
+Ag 32 32 32 32 32 32
+Tiens 6.0 6.0 6.0 6.0 6.0 6.0

A.10.2. RESULTS OF EFFUSION OF MIMIC-CXR

Figure 9 demonstrates the diversity of instance-specific local FOL explanations of different concepts of MolE and the final
residual. Figure 10(a) shows the completeness scores for different concepts. Figure 10(b) shows the drop in AUROC while
zeroing out different concepts. Figure 11(a) shows test time interventions of different concepts on all samples. Figure 11(b)
shows test time interventions of different concepts on only the “hard” samples covered by the last two experts.

A.10.3. PERFORMANCE OF EXPERTS AND RESIDUAL FOR RESNET-DERIVED EXPERTS OF AWA2 AND CUB-200
DATASETS

Figure 12 shows the coverage (top row), performances (bottom row) of each expert and residual across iterations of - (a)

ResNet101-derived Awa2 and (b) ResNet101-derived CUB-200 respectively.

A.10.4. CONCEPT VALIDATION OF AWA2

Figure 13 shows the completeness scores and the drop in accuracy by zeroing out the concepts for Awa2.

A.10.5. EXAMPLE OF EXPERT-SPECIFIC TEST TIME INTERVENTION

Figure 14 demonstrates an example of test time intervention of concepts for “harder” samples identified by the last two
experts of VIT-driven MolE.

A.10.6. DIVERSITY OF EXPLANATIONS FOR CUB

Figure 15 shows the construction of instance-specific local FOL explanations of a category, “Olive sided Flycatcher” in the
CUB-200 dataset for the VIT-based baselines and MolE. In this example, the final expert6 covers the relatively “harder”
sample. Figure 16, Figure 17, Figure 18, Figure 19 shows more such FOL explanations. All these examples demonstrate
MolE’s high capability to identify more meaningful instance-specific concepts in FOL explanations. In contrast, the
baselines identify the generic concepts for all samples in a class.
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Table 5. Hyperparameter setting of interpretable experts (g) trained on ResNet-101 (top) and VIT (bottom) blackboxes for the Awa2
dataset

Settings based on dataset ‘ Expertl ‘ Expert2 ‘ Expert3 ‘ Expert4 ‘ Expert5 ‘ Expert6

Awa2 (ResNet-101)
+ Batch size 30 30 30 30 - -
+ Coverage (1) 0.4 0.35 0.35 0.25 - -
+ Learning rate 0.001 0.001 0.001 0.001 - -
+ Aens 0.0001 | 0.0001 | 0.0001 | 0.0001 - -
+agp 0.9 0.9 0.9 0.9 - -
+Tkp 10 10 10 10 - -
+hidden neurons 10 10 10 10 - -
+Ag 32 32 32 32 - -
+ Tiens 0.7 0.7 0.7 0.7 - -

Awa?2 (VIT)
+ Batch size 30 30 30 30 30 30
+ Coverage (1) 0.2 0.2 0.2 0.2 0.2 0.2
+ Learning rate 0.01 0.01 0.01 0.01 0.01 0.01
+ Aens 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001
+agp 0.99 0.99 0.99 0.99 0.99 0.99
+Tkp 10 10 10 10 10 10
+hidden neurons 10 10 10 10 10 10
+As 32 32 32 32 32 32
+ Tiens 6.0 6.0 6.0 6.0 6.0 6.0

A.10.7. DIVERSITY OF EXPLANATIONS FOR AWA2

Figure 20 and 21 demonstrate the flexibility of instance-specific local FOL explanations by VIT-derived MoIE compared to
the different baselines for the Awa2 dataset qualitatively.

A.10.8. VIT-BASED EXPERTS COMPOSE OF LESS CONCEPTS THAN THE RESNET-BASED COUNTERPARTS

Figure 22 shows the summary statistics for multiclass classification vision datasets. For both datasets, we observe that
the VIT-based MolE uses fewer concepts for explanation than their ResNet-based counterparts. For example, for the
CUB-200 dataset, expert6 of VIT-backbone requires 25 concepts compared to 105 by expert6 of ResNet-101-backbone
( Figure 22a). The 105 concepts by expert6 is the highest number of concepts utilized by any expert for CUB-200.
Similarly, for Awa2, the highest number concept used by an expert is 8 for the VIT-based backbone compared to 80
for the ResNet-101-based backbone (Figure 22b). As mentioned before, the average number of concepts for class j =
2l Concept;z(;ggfeza:;ﬂif;long tocltssj  We can see that for ResNet-101, on average 80 concepts are required to explain a
sample correctly for the class “Rhinoceros_Auklet” (expert3 in Figure 27 a). However, for VIT, only 6 concepts are needed
to explain a sample correctly “Rhinoceros_Auklet” (expert3 in Figure 24 a). From both of these figures, we can see that
different experts require a different number of concepts to explain the same class. For example, Figure 23 (b) and Figure 25
(b) reveal that experts 2 and 6 require 25 and 58 concepts on average to explain “Artic_Tern” correctly respectively for
VIT-derived MolE.

Figure 29, Figure 30, Figure 31 display the average number of concepts required to predict an animal species correctly in
the Awa2 dataset for VIT as backbones. Similarly Figure 32 and Figure 33 display the average number of concepts required
to predict an animal species correctly in the Awa2 dataset for ResNet101 as backbones. We can see that for ResNet101, on
average, 80 concepts are required to explain a sample correctly for the class “Weasel” (Expertl in Figure 32 a). However,
for VIT, only three concepts are needed to explain a sample correctly for “Weasel” (Expert 6 in Figure 31 f). Also, from
both of these figures, we can see that different experts require different number concepts to explain the same class. For
example, Figure 31 (e) and (f) reveal that experts 5 and 6 require 4 and 30 concepts on average to explain “Wolf” correctly.
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Table 6. Hyperparameter setting of interpretable experts (g) for the dataset HAM 10000

Settings based on dataset ‘ Expertl ‘ Expert2 ‘ Expert3 ‘ Expert4 ‘ Expert5 ‘ Expert6

HAM10000 (Inception-V3)

+ Batch size 32 32 32 32 32 32
+ Coverage (1) 0.4 0.2 0.2 0.2 0.1 0.1
+ Learning rate 0.01 0.01 0.01 0.01 0.01 0.01
+ Nens 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001 0.0001
+axp 0.9 0.9 0.9 0.9 0.9 0.9
+Tkp 10 10 10 10 10 10
+hidden neurons 10 10 10 10 10 10
+As 64 64 64 64 64 64
+ Tiens 0.7 0.7 0.7 0.7 0.7 0.7

A.11. Computational performance

Figure 34 shows the computational performance compared to the Blackbox. Though in MolE, we sequentially learn the
experts and the residuals, they take less computational resources than the Blackbox. The experts are shallow neural networks.
Also, we only update the classification layer (h) for the residuals, so it takes such less time. The Flops in the Y axis are
computed as Flop of (forward propagation + backward propagation) X (minibatch size) x (no of training epochs). We use

the Pytorch profiler package to monitor the flops.
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Figure 8. The flow diagram to eliminate the shortcut from vision datasets using FOL by MolE.
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Figure 9. Construction logical explanations of the samples of “Effusion” in the MIMIC-CXR dataset for various experts in MolE at
inference. The final residual covers the unexplained sample, which is “harder” to explain (indicated in red).
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Figure 13. (a) Completeness scores for different significant concepts of Awa2. (b) Drop in accuracy by zeroing out the concepts for Awa2.
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Figure 14. Ilustration of test time intervention of top-3 concepts for “harder” samples identified by the last two experts of VIT-driven
MolE. We adopt E-LEN (Barbiero et al., 2022) as the experts. Thus, each concept is associated with an attention weight after training,
signifying its prediction importance. So, here we intervene the top 3 concepts with the highest attention weights for samples routed to

expert 5 (left) and expert 6 (right). These samples are considered the “harder” samples as they are routed to the last two experts of MolE.
‘We demonstrate that the test time intervention corrects the prediction.

23



Dividing and Conquering a BlackBox to a Mixture of Interpretable Models: Route, Interpret, Repeat

1

5 £
5z v
R !
b ]
s :
5% 2 Olive sided Flycatcher <breast-color_grey/ ]
ERE g,, tail_pattern_solid 1
j27 ‘
E

g f < "S"s | Otive sided Fiyeatcher cunderparts.color_gees?. ||
87T 3 | wing_color_grey !
£5¢ i Tl |
g5 < ! oo 1
R ‘ 1
3 i X 1

22k " . -
\°*7) i 5o d Final residual (Unexplained) ]
Olive sided Flycatcher ¢ underparts_color_greyA| | ]
; ) R ]
wing_color_grey A ~wing_shape_roundedwings 1 ( 1
]

i

(b) i :
i Y ]

Figure 15. Construction logical explanations of the samples of a category, “Olive sided Flycatcher” in the CUB-200 dataset for (a)
VIT-based sequential CBM + E-LEN as an interpretable by design baseline, (b) VIT-based PCBM + E-LEN as a posthoc based baseline,
(c) various experts in MolE at inference. This is an example where the final residual covers the unexplained sample, which is “harder” to
explain (indicated in red). Also, MoIE can capture more instance-specific concepts than generic ones by the baselines.

—nape_color_brown A —throat_color_white A ~under_tail_color_buffA
—under_tail_color_white A —wing_pattern_solid) Vv

(belly_color_white A tailshape_notched_tail A throat_color_blackA
upper_tail_color_brown A —breast_pattern stripedA
—nape_color_brown A —primary_color_white A ~throat_color_whiteA

Expert5

—undertail_color_buff A ~under_tail_color_whiteA

s 0
= <
g —
£ E g ‘
g 2 3
H 5 £ ' o Hlarris Sparrow oback patiem striped A crown.color-black A forchead color black
d g 3 + A tail shape_notched_tail A upperparts_color_white A =back_pattern_solid
R LINCI ] A —head_pattern_capped A —leg-color-grey
fF r Qo
T <
< < x
B > 4 = w
= ~ 32 =5 &
= : 2 : £z
i WoE g%
W S 55504
- S g4 5 £
T £ — W g 2 g3 2
w E2E L 45282
AN
+ Z%:Z EA5E8 2 Harris Sparrow ¢ (breast_color_black A nape_color_buff A tail shape_notched_tailA
siis i:2§¢% <« P p p
5 28T
S itig@g gl i 7 £ —billshape_allpurpose) v
m = g 2 Ez < . ”
O iz =2 2230 g_ (breast_color_black A wing color_black A —billshape_allpurposeA
- S E3 ki 3
o Lif g fiis 3 —nape_color_buff A —tail_shape notched_tail)
€ % ¢ g S92 =
= 3 [ TS g
“ = < 7 S &g g
% 235 85743+
@ T::Z @ o 5:8 ¢
o f5:m % a_’g g r; Harris Sparrow ¢ (primary_color_white A tail shape_notched_tail A upper_tail_color_brown\
% Z g .g g upperparts_color white A —breast_pattern_striped/A
I &8
E T
T 5
4
g
g -
S &
@ 2
2 i
: £
-1

~upperparts_color_white A ~wing_patternsolid)

Figure 16. Construction logical explanations of the samples of a category, “Harris Sparrow” in the CUB-200 dataset for (a) VIT-based
sequential CBM + E-LEN as an interpretable by design baseline, (b) VIT-based PCBM + E-LEN as a posthoc based baseline, (c) various
experts in MolE at inference.
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Figure 17. Construction logical explanations of the samples of a category, “Anna Hummingbird” in the CUB-200 dataset for (a) VIT-based
sequential CBM + E-LEN as an interpretable by design baseline, (b) VIT-based PCBM + E-LEN as a posthoc based baseline, (c) various
experts in MolE at inference.
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Figure 18. Construction logical explanations of the samples of a category, “Nighthawk” in the CUB-200 dataset for (a) VIT-based
sequential CBM + E-LEN as an interpretable by design baseline, (b) VIT-based PCBM + E-LEN as a posthoc based baseline, (c) various
experts in MolE at inference.
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Figure 19. Construction logical explanations of the samples of a category, “Painted Bunting” in the CUB-200 dataset for (a) VIT-based
sequential CBM + E-LEN as an interpretable by design baseline, (b) VIT-based PCBM + E-LEN as a posthoc based baseline, (c) various
experts in MolE at inference.
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Figure 20. Flexibility of FOL explanations by VIT-derived MolE MolE and the CBM + E-LEN and PCBM + E-LEN baselines for Awa2
dataset to classify “Otter” at inference. Both the baseline’s FOL constitutes identical concepts to distinguish all the samples. However,
expertl classifies “Otter” with hunter, group etc.as the identifying concept for the instances covered by it. Similarly expert5 classifies

“Otter” using buckteeth, gray etc.. Note that, meat and gray are shared between the two experts. We highlight the shared concepts (artic)
between the experts and the baselines as blue.
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Figure 21. Flexibility of FOL explanations by VIT-derived MoIE MolE and the CBM + E-LEN and PCBM + E-LEN baselines for Awa2
dataset to classify “Horse” at inference. Both the baseline’s FOL constitutes identical concepts to distinguish all the samples. However,
expert4 classifies “Horse” with smelly as the identifying concept for the instances covered by it. Similarly, expert5 classifies the same
“Horse” using longneck and fields. We highlight the shared concepts between the experts and the baselines as blue.
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Figure 22. Summary statistics of the number of concepts utilized by various experts of datasets (a) CUB -200(top row) and (b) Awa2
(bottom row). In general, we can see that experts carving out the explanations from VIT often uses less number of concepts.
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Figure 23. Class labels (Bird species) vs. avg concepts using VIT as the backbone for CUB-200 by (a) Expertl (b) Expert2. Each bar in
this plot indicates the average number of concepts required to explain each sample of that bird species correctly. For example according to
(a) expertl requires 14 concepts to explain an instance of “White Pelican”.
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Figure 24. Class labels (Bird species) vs. avg concepts using VIT as the backbone for CUB-200 by (a) Expert3 (b) Expert4. Each bar in
this plot indicates the average number of concepts required to explain each sample of that bird species correctly. For example according to
(a) expert3 requires 21 concepts to explain an instance of “Cliff Swallow”.
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Figure 25. Class labels (Bird species) vs. avg concepts using VIT as the backbone for CUB-200 by (a) Expert5 (b) Expert6. Each bar in
this plot indicates the average number of concepts required to explain each sample of that bird species correctly. For example according to

(a) expert5 requires approximately 65 concepts to explain an instance of “White throated sparrow”.
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Figure 26. Class labels (Bird species) vs. avg concepts using ResNet-101 as the backbone for CUB-200 by (a) Expertl (b) Expert2. Each
bar in this plot indicates the average number of concepts required to explain each sample of that bird species correctly. For example

20 40 60 80
Avg no, of concepts

(a)

Expert2

California_Gull

Mockingbird

Western_Wood_Pewee

Belted_Kingfisher

Bewick_Wren

Olive_sided_Flycatcher

Western_Meadowlark

Loggerhead_Shrike

Red_eyed_Vireo

Myrtle_Warbler

Horned_Lark

Lincoln_Sparrow

Brown_Thrasher

Ovenbird

Northern_Waterthrush

Vesper_Sparrow

Great_Grey_Shrike

Black_billed_Cuckoo
Canada_Warbler
Common_Yellowthroat 1
Cactus_Wren

Heermann_Gull
Grasshopper_Sparrow 1
Scissor_tailed_Flycatcher
Louisiana_Waterthrush

Yellow_breasted_Chat
Least_Tern
Blue_headed_Vireo
Carolina_Wren

Nashville_Warbler
White_crowned_Sparrow{
White_throated_Sparrow 1

Gray_Kingbird {
Philadelphia_Vireo
Tropical_Kingbird 1
Warbling_Vireo
Green_tailed_Towhee }
American_Pipit
Clark_Nutcracker
Northern_Flicker
Yellow_billed_Cuckoo 1
Cedar_Waxwing
Gray_Catbird
Bohemian_Waxwing
Golden_winged_Warbler
Rock_Wren
Sage_Thrasher
Le_Conte_Sparrow
Baird_Sparrow
Ringed_Kingfisher
Great_Crested_Flycatcher

10

o

20 30 40
Avg no. of concepts
(b)

according to (a) expertl requires approximately 85 concepts to explain an instance of “Golden winged warbler”.
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Figure 27. Class labels (Bird species) vs. avg concepts using ResNet-101 as the backbone for CUB-200 by (a) Expert3 (b) Expert4. Each
bar in this plot indicates the average number of concepts required to explain each sample of that bird species correctly. For example
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according to (a) expert3 requires approximately 82 concepts to explain an instance of “Rhinoceros auklet”.
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Figure 28. Class labels (Bird species) vs. avg concepts using ResNet-101 as the backbone for CUB-200 by (a) Expert5 (b) Expert6. Each
bar in this plot indicates the average number of concepts required to explain each sample of that bird species correctly. For example
according to (a) expert5 requires approximately 85 concepts to explain an instance of “Red faced carmorant”.
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Figure 29. Class labels (Animal species) vs. avg concepts using VIT as the backbone for Awa2. Each bar in this plot indicates the average
number of concepts required to explain each sample of that animal species correctly. For example according to (c) expertl requires
approximately 12 concepts to explain an instance of “Otter”.

Expert3 Expert4
Antelope Tiger
Cow
Skunk
Polar bear
(%] [%2]
brr Buffalo 0
8 8 Zebra
uo F o
(9] ox (9]
n 0
8 © Rabbit
O Ox O
Moose
Horse
Grizzly bear
Giraffe Beaver
0 2 4 6 8 10 0 2 4 6 8
Avg no. of concepts Avg no. of concepts
(c) (d)

Figure 30. Class labels (Animal species) vs. avg concepts using VIT as the backbone for Awa2. Each bar in this plot indicates the average
number of concepts required to explain each sample of that animal species correctly. For example according to (c) expert3 requires
approximately 10 concepts to explain an instance of “Antelope”.
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Figure 31. Class labels (Animal species) vs. avg concepts using VIT as the backbone for Awa2. Each bar in this plot indicates the average
number of concepts required to explain each sample of that animal species correctly. For example according to (e) expert5 requires

approximately 4 concepts to explain an instance of “Antelope”.
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Figure 32. Class labels (Animal species) vs. avg concepts using ResNet-101 as the backbone for Awa2. Each bar in this plot indicates
the average number of concepts required to explain each sample of that animal species correctly. For example according to (a) expertl

requires approximately 80 concepts to explain an instance of “Weasel”.
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Figure 33. Class labels (Animal species) vs. avg concepts using ResNet-101 as the backbone for Awa2. Each bar in this plot indicates
the average number of concepts required to explain each sample of that animal species correctly. For example according to (b) expert2

requires approximately 72 concepts to explain an instance of “Chimpanzee”.
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Figure 34. Flops vs. iteration for MoIE and the Blackbox. The dotted line in the figure represents the flops taken by the blackbox.
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